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Donor-Acceptor Preassociation, Excited State Solvation Threshold, and Optical Energy Cost as Challenges in Chemical Applications of Photobases

Jonathan Ryan Hunt,a Cindy Tseng,a and Jahan M Dawlaty∗a

Photobases are molecules with increased $pK_a$ in the excited state that can serve to transduce light energy into proton removal capability. They can be used to control chemical reactions using light, such as removing protons from a catalytic site in reactions that are rate-limited by proton transfer. We identify and explore several major challenges toward their practical applications. Two important challenges are the need for pre-association (or ground state hydrogen bonding) between the proton donor and the photobase, and the need for excited state solvation of the photogenerated products. We investigate these two challenges with the photobase 5-methoxyquinoline as the proton acceptor and a low-$pK_a$ alcohol, 2,2,2-trifluoroethanol, as the proton donor. We vary the concentration of the donor in a background non-hydrogen-bonding solvent. Using absorption spectroscopy, we have identified that the donor-acceptor concentration ratio must exceed 100:1 to achieve appreciable ground state hydrogen bonding. Interestingly, emission spectroscopy reveals that the onset of ground state hydrogen bonding does not guarantee successful excited state proton transfer. It takes an additional order of magnitude increase in donor-acceptor ratio to achieve that goal, revealing that it is necessary to have excess donor molecules to reach the solvation threshold for the photogenerated products. The next challenge is reducing the large ground-excited state energy gap, which often requires UV photons to drive proton transfer. We show experimental and computational data comparing the photobasicity and optical energy gap for a few N-aromatic heterocyclic photobases. In general, we find that reducing the energy gap by increasing the conjugation size necessarily reduces photobasicity, while adding substituents of varying electron-withdrawing strengths allows some fine-tuning of this effect. The combination of these two factors provide a preliminary design space for creating new photobasic molecules.

Proton transfer is important in a wide range of chemical and biological phenomena. Often redox reactions, especially those that are relevant for energy storage, are coupled with proton transfer and cannot be explained as electron transfer in isolation. Proton gradients are the driving force for a range of processes in living organisms, most notably synthesis of ATP. Most proposals on storing light energy in chemical bonds require driving multi-electron and multi-proton reactions. Given the importance of proton transfer in such diverse areas, understanding optical control over proton transfer is not only of fundamental importance, but it also opens opportunities for applications. Understanding excited state proton transfer in photoacids and photobases is a fundamental first step towards these goals.

Photoacids, which are molecules that become acidic in the electronically excited state, have been well-known for several decades.1–6 Prime examples are conjugated systems such as pyrenols7–9 and naphthols10–12, in which the OH functionality becomes more acidic in the excited state, often by more than 6 $pK_a$ units. Photoacids have been used in a wide range of applications. Some examples are triggering acid initiated protein folding13,14, acid-catalyzed reactions15, pH-dependent enzymatic reactions16,17, synthetic organic reactions18,19, generation of a protonic potential difference with light20, and photo-control of protonic conductivity of electrolytes with light21.

Photobases are molecules that achieve the reverse effect and become more basic in the excited state. Some examples are quinolines22–27, Schiff bases28, acridines29–32, 3-styrylpyridine33, xanthone34, and curcumin35. Both fundamental studies and applications of photobases to chemical problems
are far limited compared to their photoacid counterparts. They offer rich prospects for applications, for example in catalytic reactions that are rate-limited by sluggish proton removal and require use of strong bases. One may use photobases to create the proton removal drive using light in the vicinity of such catalysts. In a recent work, we have installed pendant photobases on an Ir-core organometallic catalyst with this goal in mind. In another work, we have used photobases to deprotonate a family of alcohols, with the broader goal of generating reactive alkoxides using light.

Despite promises, several challenges exist in the way of applying photobases as optically driven proton removal agents in catalysis or for inducing large scale pH change. We note four of these challenges. The first challenge is pre-association of the proton donor and photobase. Due to the often limited excited state lifetime of the photobase, it is desirable for it to be pre-hydrogen bonded with the target proton donor in the ground state. Upon optical excitation, the proton is then removed and the photobase is not required to search for and find its target during its limited excited state lifetime.

The second challenge is solvation of the photogenerated products or dissociation of ion-pairs after successful proton transfer. In order for the initial proton transfer step to occur, certain solvation conditions must be met. Often for downstream chemistry to proceed on a deprotonated target molecule, that molecule must then dissociate from the conjugate acid form of the photobase. Such dissociation must beat the excited state lifetime of the photobase. It is possible to tune this dissociation by the choice of the medium that would allow faster diffusion and better screening of the Coulomb attraction between ion pairs. Previously, in a work on photoinduced proton conductivity using photoacids we have shown that the separation of ions within the excited state lifetime is possible. Such considerations are needed when photobases are required to induce bulk pH changes.

The third challenge is the energetic cost of proton removal. Many photobases operate with photon energies higher than 3 eV (<400 nm). While for certain applications using such high energies may not pose a problem, it is desirable to lower this energetic cost. This necessitates finding out how excited state pK_a scales with optical gap in various families of photobases.

The fourth challenge is the limited excited state lifetime of photobases, and is intimately tied to the challenges described above. A photobase, after successful deprotonation of a target molecule, will only retain the proton for as long as it remains in the excited state, which could be several nanoseconds for singlet states. Upon return to the ground state, it releases the proton back. To give the often sluggish chemical steps a chance to proceed in the aftermath of a proton transfer, it is desirable to hold on to the removed proton for longer. An immediate strategy is to extend the excited state lifetime by intersystem crossing and creating triplets. However, the pK_a of triplet states are often lower than that of singlets, and one must find strategies to optimize the balance between pK_a* and excited state lifetime.

In this work, we will take steps towards understanding the first three of the above challenges - the pre-association of photobase and proton donors, the solvation threshold for photogenerated products, and the energetic cost of optical excitation. We will present experimental and theoretical results for better understanding these problems and propose strategies to mitigate them.

In section I, we will review the thermodynamics and kinetics of photobasicity in quinolines. In section II we will show our experimental work that characterizes pre-association and threshold for excited state proton transfer. We will briefly discuss proposed strategies to overcome the limitations posed by these problems. In section III we will discuss that while increasing the conjugation size of the chromophore may decrease the optical gap, it will also reduce the thermodynamic drive for proton removal. We will propose strategies for finding a balance between these opposing effects.

1 Brief Overview of Thermodynamics and Kinetics of Photobases

To set the stage for the rest of this work, in this section we review the fundamental ideas of excited state proton transfer, with emphasis on photobasicity.

![Fig. 1](image-url) The Forster thermodynamic cycle for proton transfer in a quinoline photobase. The excited state pK_a* can be inferred from energy gaps of protonated and unprotonated forms and the ground state pK_a.

The excited state acidity and basicity is commonly inferred from a thermodynamic cycle originally reported by Förster, depicted in figure 1. The approximations and conditions for the validity of the Förster cycle are discussed in several references. In brief, the Förster cycle for a photobase starts with unprotonated form that absorbs light, undergoes proton transfer with a forward thermodynamic drive ΔG*, emits from the protonated form, and finally releases the proton and returns to the initial state. The energy difference ΔG between protonated and unprotonated forms is determined by measuring the pK_a of the molecule by conventional ground state titration and using pK_a = ΔG/(2.3RT). Absorption and emission spectroscopy is used to determine the energy gaps between ground and excited states of protonated and unpro-
tonated forms. These numbers allow for estimating the gap $\Delta G^\ast$, which is related to the excited state $pK_a$ by $pK_a^* = \Delta G^*/(2.3RT)$. As a convenient reference number, an energy gap of 477 cm$^{-1}$ (59 meV or nearly 10 nm in the visible range) corresponds to one unit of $pK_a$ at $T = 298$ K. Various approximation exist that help with determination of 0-0 vibronic gaps for the unprotonated and protonated forms in the presence of broad absorption and emission spectra. Often a large separation of time-scales exist between proton transfer times (few tens of picoseconds) to relaxation to ground state times (few nanoseconds). This justifies the conventional use of equilibrium thermodynamic language of $pK_a^*$ for expressing the drive for proton transfer in the excited state.

Even though the Forster cycle described above is quite useful, it only informs us about the existence of a thermodynamic drive for proton transfer. In fact, the energy gap for the protonated form in the cycle need not be determined by an emission spectrum, and instead can be determined by measuring the absorption gap of a molecule that is protonated in the ground state by lowering the pH. Therefore, a Forster cycle can be constructed even if excited state proton transfer does not occur due to kinetic limitations.

Several processes can compete against proton transfer in the excited state. It seems reasonable to think a free energy relation (FER) must exist between the speed of protonation and the thermodynamic drive or $pK_a^*$ of the molecule. However, experiments suggest that the excited state dynamics is often more complicated due to a variety of competing factors. In our previous work, we have followed two strategies to investigate kinetic trends for proton transfer in the quinoline family. First, we have tuned the $pK_a^*$ of a quinoline photobase family by varying the electron withdrawing strength of a substituent (as describe by its Hammett parameter) attached to the conjugated rings$^{26}$. According to the Forster analysis for this series, the quinoline $pK_a^*$ linearly decreased with increasing Hammett parameter. However, there was no clear trend in the kinetics of proton transfer, and in some members signatures of proton transfer were convoluted with triplet dynamics in the excited state$^{27}$. Second, we have varied the $pK_a$ of the proton donor by choosing a series of alcohols, while keeping the photobase molecule the same$^{28}$. In this case, a clearer trend in kinetics was observed, with the more acidic donors undergoing faster proton transfer. Apart from the intramolecular factors, solvation of the conjugate base and conjugate acid likely influences the kinetics. In brief, Forster analysis is an important and powerful tool for assessing the thermodynamic drive of photobases. However, it is unable to predict the competing kinetic pathways, and barriers to proton transfer.

2 Pre-Association in the Ground State and Solvation Threshold for Excited State Proton Transfer

Successful proton transfer in the excited state often requires the proton donor and acceptor to be hydrogen bonded or pre-associated in the ground state. Achieving such ground state pre-association is often difficult, especially when the proton donor exists in small concentrations in a background solvent. Pre-association is necessary due to the typically short (several ns) lifetimes of singlet excited states of the photobase. The excited states of photobases likely have larger drives for complexation than their ground states. However, if the diffusion time necessary to find a target proton donor partner is longer than the excited state lifetime, the photobase will return to the ground state without successful deprotonation.

To understand the problem of pre-association, we consider a proton donor and a photobase in a background non-hydrogen-bonding solvent. Although the enthalpy of hydrogen bonding favors complexation of the photobase with the donor, the Gibbs energy of solvation of the two partners likely works against it. Even if the enthalpy of solvation of separated species compared to the solvation of the complex is negligible, the entropy of the dissociated species is vastly larger compared to the complex. Therefore, the entropic drive for decomplexation can overwhelm the enthalpic drive for hydrogen bonding. To enforce a significant population of hydrogen bonded complexes against this entropic drive, one may increase the concentration of the donor.

We have two purposes in this section. First, we will demonstrate the threshold concentration ratio between proton donor and photobase that is necessary to create a significant ground state hydrogen bonded population countering the entropy of dissociation. Second, we will demonstrate that slightly above this threshold concentration of the donor, even though ground state hydrogen bonded complexes are formed, excited state deprotonation still fails. We will show that to achieve successful excited state deprotonation, the concentration of donor must go even higher. The excess donors are necessary to solvate the conjugate base of the proton donor after proton transfer. We will demonstrate the threshold concentration of donors that makes this solvation possible.

Our photobase in this study is 5-methoxyquinoline (MeOQ). It has a $pK_a$ of approximately 15.5 and has been studied previously by us$^{26,29,31}$. The proton donor is 2,2,2-trifluoroethanol (TFE), which is a low $pK_a$ alcohol ($pK_a = 12.4$) that is known in the literature as a good hydrogen-bond donor$^{41}$. We have shown in a previous work that MeOQ deprotonates TFE rather rapidly ($\sim 2$ ps) due to the large thermodynamic drive for deprotonation ($pK_a^* - pK_a = 3.1$). The background non-hydrogen-bonding solvent is dichloromethane (DCM). The concentration of the photobase MeOQ is kept at $5 \times 10^{-5}$ M, which is a convenient value for absorption and emission measurements. The concentration of the donor TFE relative to the photobase MeOQ is scanned over several orders of magnitude (1:1 to 200000:1 with respect to MeOQ) in the background DCM solvent. For each solution of given concentration ratio, absorption spectra were measured for signs of ground state hydrogen bonding, while emission spectra were monitored for identifying the threshold of excited state deprotonation.

We studied the growth of the ground state hydrogen-bonded complex using absorption spectroscopy as shown in Figure 2. As the ratio of donor TFE to photobase MeOQ increases, the spectrum of the photobase red-shifts, indicating hydrogen bond formation with TFE. Most of the shift is seen before TFE constitutes a significant portion of the total solvent volume, showing that this shift is not due to average modification of the dielectric constant.
Fig. 2 (a) Absorption spectra of the photobase MeOQ as a function of TFE concentration. Hydrogen bonded photobase has a red-shifted spectrum. Therefore, with increasing ratio of proton donor TFE the spectrum red-shifts. (b) Emission spectra of the photobase MeOQ. Protonated photobase in the excited state has a distinctly red shifted emission, which increases with increasing donor TFE concentration.

Furthermore, since TFE and DCM have roughly the same dielectric constant,\textsuperscript{42,43} (8.55 and 8.93, respectively), we can be certain that the large shifts seen in these experiments (> 10nm) are due to hydrogen-bonding.

As discussed in the experimental methods section, this continuous red shift of the absorption spectrum can be used to identify the relative populations of the hydrogen-bonded and non-hydrogen-bonded photobases. The blue trace in figure 2 shows the fraction of the hydrogen bonded photobases as a function of increasing TFE concentration.

The figure shows that hydrogen bonding does not begin until there are approximately 200 TFE molecules for every photobase MeOQ molecule. It takes a TFE to photobase ratio of 2000:1 for approximately half of the photobase molecules to hydrogen bond, and it takes a ratio of 50,000:1 to see hydrogen bonding reach the same level as in bulk TFE. These observations indicate that, even though there is an enthalpic drive for pre-association by hydrogen bonding, dissociation is far more favored and a great excess of hydrogen bond donor is necessary to overcome the dissociation entropy. Since pre-association is necessary for excited state proton transfer, this difficulty in making hydrogen bonded complexes has an impact on the application of photobases for driving deprotonation reactions where the donor is dilute. Such problems are likely to be even greater for weaker hydrogen-bond donors, compared to the strong hydrogen bond donor in our work.

To identify the threshold concentration for proton transfer, we have measured emission spectra as a function of relative ratio of donor to photobase (figure 2). Fortunately, the protonated and unprotonated forms of the photobase have distinctly different emission spectra, with the protonated form red shifted by approximately 100 nm, which makes analysis of the relative populations of the protonated and unprotonated forms relatively convenient as described in the methods section. Since in the ground state there is no proton transfer, emission from protonated (unprotonated) form indicates the degree of successful (unsuccessful) proton transfer in the excited state. We were particularly interested in whether emission from protonated MeOQ would track the ground state hydrogen bonding pattern. In other words, we aim to answer whether excited state proton transfer is possible for all ground state hydrogen-bonded complexes, even those at the onset of the hydrogen bonding threshold.

The red trace in figure 2 shows the rise of the protonated MeOQ emission as a function of TFE concentration. It is clearly seen that there is a distinct lag between the onset of ground state hydrogen bonding and successful excited state proton transfer. To achieve successful deprotonation in the excited state, the concentration of the donor must be much higher than that required to achieve ground state hydrogen bonding.

At the onset of H-bonding, noticeable small red-shifts and decrease in the intensity of the emission spectrum of MeOQ were observed. However, no rise in the emission of the protonated form of MeOQ were seen. We therefore assign these early spectral changes exclusively to hydrogen bond formation. Although hydrogen-bonding was first observed in the absorption spectra at a ratio of 200:1, emission from the protonated form of MeOQ was not observed until a ratio of 5,000:1, a ratio where approximately 75% of the MeOQ molecules were hydrogen bonded in the ground state. The lag seen between hydrogen-bond complex formation threshold and proton transfer threshold is more than an order of magnitude in TFE concentration.

This lag between ground state hydrogen bond formation and successful excited state proton transfer points towards the importance of solvation of the photogenerated products (conjugate base of the donor and conjugate acid of the acceptor) after proton transfer. If only a single donor is present in a background non-hydrogen-bonding solvent, solvation of the conjugate base is difficult. However, if a small cluster of several donor molecules exists in the vicinity of the donor-acceptor complex, it becomes much easier to solvate the resulting conjugate base due to the formation of a small hydrogen bond network. This scenario is shown
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Fig. 3 Data highlighting the importance of pre-association in the ground state and the solvation threshold for successful excited state deprotonation. The blue line is extracted from the red shift of the hydrogen bonded absorption spectra and indicates the rise of the relative fraction of ground state hydrogen bonded complexes. The red line is extracted from the rise of the emission of the protonated form and indicates the fraction of excited state molecules that can successfully deprotonate the donor. To begin hydrogen bonding in the ground state, a large excess of nearly 100:1 of proton donor to photobase is needed. A lag of nearly one order of magnitude between the onset of hydrogen bonding and the onset of emission from protonated form indicates that more than one molecule of donor in the solvation shell of a donor-acceptor complex are needed to solvate the resulting conjugate base and therefore allowing successful deprotonation. The cartoon in the bottom indicates progression of increasing the donor concentration.

in figure 4. The ability of small alcohol clusters to solvate charges has been reported in the photoacid literature previously 44.

Emission from the protonated form of MeOQ begins while there is still a appreciable population of non-hydrogen bonded MeOQ in the ground state and while the contribution of TFE to the solution volume is still small (approximately 1%). Therefore, any alcohol clusters that form near MeOQ are likely to be small as well, especially since the enthalpic drive for cluster formation is likely smaller than the enthalpic drive for hydrogen bonding with the photobase. Previous literature has studied the kinetics of photoacid dissociation as a function of alcohol concentration and determined that two alcohol molecules are capable of solvating the resulting protonic charge 44. Therefore, it is reasonable and logical to estimate that two TFE molecules participate in the clusters required to solvate the excited state photobasic products studied here. A pictoral representation of the proposed two-molecule TFE cluster can be seen in figure 4.

We reiterate that the dielectric constants of the background solvent and TFE are very close to each other (8.55 and 8.93 respectively). It is therefore unlikely that the solvation threshold can be attributed to the interpolated dielectric constant between the two solvents. We also point out that hydrogen bonding to the methoxy terminal of our photobase is possible. The contribution of that hydrogen bond to stabilizing the protonated excited state of the photobase is likely minimal and, if non-negligible, is probably slightly unfavorable due to the resulting dislocation of electron density away from the aromatic rings and therefore away from the photobasic nitrogen atom.

These results reveal the challenge of pre-association and solvation of photogenerated products in practical applications of photobases. Even if there is a large thermodynamic drive for deprotonation of a proton donor (as there is in this scenario), dissociation entropy must be overcome with a large excess of the donor before the necessary pre-association is achieved. Furthermore, solvation of the photogenerated products must be ensured for excited state proton transfer.

Based on the above, two strategies are proposed for overcoming these problems. The first is directly tethering the photobase to a location where it is needed, thereby avoiding the necessity for pre-association. For example, a photobase can be covalently bound to the ligand periphery of an organometallic catalyst as a pendant moiety. The center of action for deprotonation is the
in figure 5 through visualization of electron density differences, there is an increase in electron density on the heteroatomic nitrogen of N-heterocycles upon excitation to the $L_b$ state. In figure 5, we show the experimentally measured $\Delta pK_a$ values determined from Forster cycle analysis for various 5-substituted quinolines plotted versus the computationally calculated change in electron density $\Delta q_N$ of the $L_b$ state upon excitation, determined using Lowdin analysis. The $L_b$ state was chosen because it is known to be the photobasic state in N-heterocyclic photobase molecules, as discussed in a previous work. A clear linear relation is observed between the excess charge build up on nitrogen and the $\Delta pK_a$. This correlation is mechanistically justified since the excess negative charge on nitrogen in the excited state can be reasonably interpreted as the initial drive for attracting the proton. We also include the experimentally measured Forster cycle $\Delta pK_a$ for acridine and its corresponding computed $\Delta q_N$ in the plot. Even though it is an entirely different molecule with a larger conjugation size, it roughly falls within the trend for the substituted quinoline family. This correlation shows that excess charge density $\Delta q_N$ can reasonably be used as a computational proxy for photobasicity when exploring the wide space of N-heterocyclic aromatic photobases.

### 3 Energy Cost for Photodriven Deprotonation

The second challenge in using photobases in applications is the energy cost of the optical excitation. Typical unprotonated quinoline photobases have their first absorption in the range of 290 nm - 350 nm (3.5-4.2 eV). In some applications using such high energy photons may be justified, particularly when alternate photochemical processes do not interfere. However, it is desirable to reduce the necessary excitation energy. In this section we address this problem using two approaches. The first is reducing the ground-excited state energy gap by increasing the size of the N-heterocyclic conjugated systems. The second approach is addition of substituents to the aromatic system. We will show that while both of these handles can tune the excitation energy, they also have a large effect on photobasicity. The combination of these two factors provide a preliminary design space for creating new photobasic molecules.

To begin with, we demonstrate a correlation between experimental $\Delta pK_a = pK_a^b - pK_a$ and computed electron density build up on nitrogen upon photoexcitation $\Delta q_N = q_N^b - q_N$. As shown in figure 6, through visualization of electron density differences, there is an increase in electron density on the heteroatomic nitrogen of N-heterocycles upon excitation to the $L_b$ state. In figure 6, we show the experimentally measured $\Delta pK_a$ values determined from Forster cycle analysis for various 5-substituted quinolines plotted versus the computationally calculated change in electron density $\Delta q_N$ of the $L_b$ state upon excitation, determined using Lowdin analysis. The $L_b$ state was chosen because it is known to be the photobasic state in N-heterocyclic photobase molecules, as discussed in a previous work. A clear linear relation is observed between the excess charge build up on nitrogen and the $\Delta pK_a$. This correlation is mechanistically justified since the excess negative charge on nitrogen in the excited state can be reasonably interpreted as the initial drive for attracting the proton. We also include the experimentally measured Forster cycle $\Delta pK_a$ for acridine and its corresponding computed $\Delta q_N$ in the plot. Even though it is an entirely different molecule with a larger conjugation size, it roughly falls within the trend for the substituted quinoline family. This correlation shows that excess charge density $\Delta q_N$ can reasonably be used as a computational proxy for photobasicity when exploring the wide space of N-heterocyclic aromatic photobases.

Armed with the above knowledge, we proceed to use $\Delta q_N$...
as a convenient computational proxy for $\Delta pK_a$ to explore the conjugation size and substituents parameter space of N-heterocyclic aromatics. We have chosen quinolines, acridines, and $\alpha$-naphthoquinoline (benzacridine), which have two, three, and four conjugated rings, respectively (figure 7). We performed calculations on these molecules with a range of substituents of varying electron-withdrawing strengths. The substituent locations on the conjugated systems were chosen as shown in figure 7. We chose the 5 position for the quinoline substituents because of the existence of both experimental Forster analysis and ultrafast kinetic data for proton transfer for the 5-R-quinoline family reported by us previously. The positions on acridine and benzacridine are the analogous positions with respect to the heteroatom. The substituents chosen in the order of increasing electron withdrawing power (Hammett parameter) are $-NH_2$, $-OCH_3$, $-Cl$, $-Br$, $-CN$. Unsubstituted molecules (Hammett parameter of zero) are also included.

The next observation in the figure is the influence of substituents on energy gap and photobasicity. First, it can be clearly observed that the substituents make a larger difference for the smaller conjugated systems. For the 4-ring system ($\alpha$-naphthoquinoline), the substituents barely change the excitation gap and the excess charge on nitrogen, while for quinoline a much wider spread in both of these quantities is observed. This is justifiable since for the larger systems, the substituent is a smaller perturbation to both the ground and excited states of the molecule. The lesson from this observation is that while one may use the substituent effect to tune photobasicity and electronic energy gap, the tunability range is wider for smaller systems.

Next, we note that as the electron-withdrawing strength (Hammett parameter) of the substituent is increased (the direction of the dotted arrows in figure 7), the photoexcited excess charge on nitrogen $\Delta q_N = q_N^* - q_N$ is diminished. It is expected that increasing the Hammett parameter should reduce both $q_N$ and $q_N^*$. The figure shows that their differences is also reduced with increasing Hammett parameter. This can only be true if $q_N^*$ is more sensitive to Hammett parameter and reduces more rapidly compared to $q_N$. This is justifiable because the excited states of molecules are more polarizable and therefore more sensitive to electron withdrawing effects of the substituents. The lower Hammett values (i.e. electron releasing groups) make the nitrogen more basic in the ground state. The figure shows that such groups also have larger photobasicity. The lesson learned from this observation is that within the N-heterocyclic aromatic family, stronger bases are in general also stronger photobases.

Finally, while figure 7 is useful as a design guide, a cautionary point must be made about its interpretation. The first point is that the diagram is only constructed for optically active singlet states, which also happen to be mostly the lowest lying excited states in these molecules. The photoexcited molecules may be capable of intersystem crossing and going to triplet states. We have previously explored the importance of triplet states in the excited state kinetics of substituted quinolines. Acridines are also known to undergo singlet to triplet transitions. When transition to triplet states is faster than proton transfer, proton transfer is out-competed by intersystem crossing even if the proton transfer is thermodynamically favorable. It is possible for a triplet state to be photobasic as well (i.e. proton transfer after intersystem crossing). However, since the accessible triplet states are lower in energy than the photoexcited singlet state, part of the excited state drive may already consumed in intersystem crossing, rendering the triplet states less photobasic. The lesson, therefore, is to interpret figure 7 as a thermodynamic guide that depicts necessary conditions for proton transfer, but on its own is not sufficient to predict its kinetic feasibility. Computing the kinetics of proton transfer is more complicated and beyond the scope of this work.
4 Conclusions

We have highlighted the challenges towards chemical application of photobases, with particular emphasis and experimental results on donor-acceptor pre-association, excited state solvation threshold, and engineering the optical gap of photobases while retaining their properties. Our results show that driving bimolecular reactions such as proton capture from a molecule by the photobase requires overcoming the entropic cost of ground state pre-association. In the case studied here it was only possible by increasing the concentration of the donor relative to acceptor by a factor of more than 100. An interesting result of this work is that not all ground state pre-associated molecules undergo proton transfer, even in the presence of a large $pK_a$ difference. It is necessary to have a desirable solvation environment to stabilize the photoproducts (conjugate acid and base). We have found that to achieve such an environment, the donor concentration needed to be increased even further to allow solvation of deprotonated donor amongst a cluster of molecules of its own kind. Covalently tethering photobases near catalytic sites, as has been explored by us previously,[45] and exploring solvents that would facilitate hydrogen bonding in the ground state and charge separation in the excited state are possible directions of further investigations.

We have also found some design trends for tuning the optical gap for photobases, with the intention of finding molecules that will achieve photobasicity at lower excitation energies. We have realized that this design space, at least in the dimensions studied here, is rather constrained. Increasing the conjugation size lowers the optical gap, but also adversely affect photobasicity. Tuning the gap via substituents is more efficient for smaller conjugated systems. Our study lays the foundation for exploring this design space further. For example, multiple substituents, multiple heterocyclic nitrogens or other heteroatoms in the conjugated system, exploring non-benzene rings, and identifying the influence of triplet states on the photobase kinetics are all potentially fruitful directions of future work.

5 Experimental and Computational Methods

We took the absorption and emission spectra for a series of eleven solutions, each with varying mole concentration ratios of 5-methoxyquinoline (MeOQ) to trifluoroethanol (TFE) in dichloromethane (DCM). These ratios were $10^2$, $2 \times 10^2$, $5 \times 10^2$, $10^3$, $2 \times 10^3$, $5 \times 10^3$, $10^4$, $2 \times 10^4$, $5 \times 10^4$, $10^5$, and $2 \times 10^5$. We also performed these experiments in bulk DCM and TFE. In all cases, the concentration of MeOQ was $5 \times 10^{-5}$ M. All chemicals were purchased from Sigma-Aldrich and used without further purification.

Absorption spectra were obtained using a Cary 50 UV/Vis spectrophotometer. Measurements were made in a 1 cm fused quartz cuvette. Absorption spectra were background subtracted and normalized for analysis. In order to analyze the absorption data, we fit the spectra at the concentration ratio extremes ($10^2$ and $5 \times 10^5$) to three Gaussians using MATLAB. We did so to obtain robust analytical forms of these spectra, not to extract physical significance. The absorption spectra at each TFE concentration ratio was then fit as a linear combination of these two basis spectra. The contribution of the hydrogen-bonded basis spectrum was used as a measure of the relative hydrogen-bonded MeOQ population. These values are shown in the blue curve in figure 3. We chose the spectrum with the donor to acceptor ratio of $10^2$ to represent the initial non-hydrogen bonded species, and we chose the spectrum with the donor to acceptor ratio of $5 \times 10^4$ to represent the final state where the photobase was completely hydrogen bonded. We chose to fit the concentration ratio of $5 \times 10^4$, rather than the higher ratios of $10^5$ or $2 \times 10^5$, in order to ignore any bulk dielectric effects accompanying the introduction of TFE as a significant volumetric component of the solvent. At these higher ratios a blue shift in the absorption spectrum of almost 1 nm was observed, contrary to the red shifting pattern seen at lower concentrations. The red shift indicative of an increase in hydrogen bonded population had completed by a ratio of $5 \times 10^4$, so we are confident that this choice in basis spectrum is appropriate.

Emission spectra were collected on a Jobin-Yvon Fluoromax 3 fluorometer. Measurements were made in a 1 cm fused quartz cuvette. All samples were excited at 310 nm. For the emission data, there was no straightforward choice of basis spectra due to the convolution of ground-state hydrogen bonding effects and excited state proton transfer. Instead, we chose to plot the emission intensities at 575 nm as a function of TFE concentration, normalized with respect to minimum and maximum intensities. These values are shown in the red curve in figure 3. Because there is virtually no emission intensity from the unprotonated form at 575 nm, we can be confident that the rise in intensity we see is due entirely to the rise of the protonated form of MeOQ. After the onset of emission from the protonated form of MeOQ, a clear trend with respect to growth of emission from the protonated form was observed and most of the emission spectra shared an isosbestic point at approximately 450 nm. Two of the collected spectra were offset in the overall emission intensity, but not in the relative peak ratios, likely due to scattering at the sample. To correct for this deviation, we multiplied each spectrum by a constant in order to enforce the isosbestic point at 450 nm.

Electronic structure calculations of quinolines, acridines, and benzazicridines were carried out using the Q-Chem software.[46] Ground state geometries were optimized using the oB97x-D/6-31+G* level of theory. Singlet excited states were then calculated with the TDDFT/ωB97x-D/6-31+G* level of theory. Lowdin charge densities were used for population analysis. The excited states chosen for analysis in all cases were the singlet $L_0$ states, identified via transition dipole moment. Electron density difference maps in figure 5 were visualized with VMD.[49]

Details of the determination of experimental $\Delta pK_a$ of the 5-substituted quinolines seen in Figure 6 can be found in a previous publication.[50]
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