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The rational design of new high performance materials for organic photovoltaic (OPV) applica-
tions is largely inhibited by a lack of design rules for materials that have slow bimolecular charge
recombination. Due to the complex device physics present in OPVs, rigorous and reliable measure-
ment techniques for charge transport and charge recombination are needed to construct improved
physical models that can guide materials development and discovery. Here, we develop a new
technique called impedance-photocurrent device analysis (IPDA) to quantitatively characterize the
competition between charge extraction and charge recombination under steady state operational
conditions. The measurements are performed on actual lab scale solar cells, have mild equipment
requirements, and can be integrated into normal device fabrication and testing workflows. We
perform IPDA tests on a broad set of devices with varying polymer:fullerene blend chemistry and
processing conditions. Results from the IPDA technique exhibit significantly improved reliability
and self-consistency compared to the open-circuit voltage decay technique (OCVD). Inaccessible to
most other common measurement techniques, IPDA measurements also reveal a significant nega-
tive electric field dependence of the bimolecular recombination coefficient in high fill factor devices,
indicating that the most common measurement techniques may overestimate the value that is most
relevant for describing the device performance. Future work utilizing IPDA to build structure-
property relationships for bimolecular recombination will lead to enhanced design rules for creating
efficient OPVs that are suitable for commercialization.

PACS numbers: 72.20.Jv, 72.20.Ee, 81.05.Fb, 88.40.jr
Keywords: organic semiconductors, organic photovoltaics, fill factor, bimolecular charge recombination,
charge carrier mobility

I. INTRODUCTION

Organic photovoltaics (OPVs) have generated great in-
terest over the last two decades for their potential as
a unique renewable energy generation technology, and
their performance continues to improve with a large
diversity of materials that can now reach over 10%
power conversion efficiency (PCE) and the best certi-
fied PCE now at almost 15%.1,2 To compete with es-
tablished inorganic semiconductor-based technology and
other emerging technologies, such as perovskite and
quantum dot solar cells, the power conversion efficiency
(PCE) must continue to improve. Tremendous progress
has been achieved in understanding how to tune chemical
structures to modulate the electronic energy levels and
thereby increase the short-circuit current (Jsc) and the
open-circuit voltage (Voc) largely following the Scharber
model.3 However, developing design rules to maximize
the fill factor (FF) has been and continues to be a much
more difficult task, and there are still major fundamental
questions that make materials discovery and development
a slow, expensive, and challenging process.

In most optimized devices, it is now well-established
that the fill factor is primarily dictated by a competition
between charge carrier extraction and bimolecular charge
recombination.4–6 As a result, bimolecular recombination
is the dominant loss process that limits the PCE in the
best bulk heterojunction (BHJ) OPVs.7 This loss process
occurs when an electron and a hole, which are not gen-
erated from the same absorbed photon, meet and recom-
bine within the active layer. Under conditions most rele-
vant for OPVs, where the photogenerated charge carrier
density is greater than the intrinsic density, the recombi-
nation process follows is a simple second-order reaction,

Rbr = −dn
dt

= kbrn
2, (1)

where kbr is the bimolecular recombination coefficient
and n is the total charge carrier density under illumi-
nation.

Many studies have also shown that bimolecular recom-
bination losses can be mitigated by having a high charge
carrier mobility.8 A comprehensive study by Bartesaghi
et al., combined drift-diffusion simulations and advanced
experimental device characterization methods to show
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that the fill factor is dictated by a newly derived quanti-
tative figure of merit referred to here as the competition
factor,

θ =
kbrGL

4

µeµhV 2
int

, (2)

where G is the charge generation rate, L is the active
layer thickness, µe and µh are the electron and hole mo-
bilities, respectively, and Vint is the internal voltage in the
device at maximum power.5 To obtain optimized devices
with a high fill factor, θ must be as small as possible, and
while a high fill factor can often be achieved by reducing
the active layer thickness, thicker layers absorb more light
and generate more photocurrent. Instead, given equal
electron and hole mobilities, one would like to minimize
kbr/µ

2.
From a commercial application perspective, a lower re-

combination rate and higher mobility allows devices to
have a thicker active layer while maintaining a good fill
factor, which makes it easier to manufacture high perfor-
mance devices via roll-to-roll printing methods. However,
rational design principles for materials which have both a
high mobility and a low bimolecular recombination rate
are missing. Understanding the detailed factors, includ-
ing chemical structure, donor-acceptor pairing, and mor-
phology, that dictate the eventual charge carrier mobility
and recombination rate in real devices are some of the
most critical fundamental problems in the OPV research
field.

It is then imperative to understand the factors that
control the magnitude of the bimolecular recombination
coefficient. As a reference point, the Langevin model
describes the upper limit of the recombination coefficient
such that

kL =
q

εε0
(µe + µh), (3)

where q is the elementary charge constant, ε is the rel-
ative permittivity of the material, and ε0 is the vacuum
permittivity constant.9 This model assumes that the re-
combination process is encounter-limited such that elec-
trons and holes recombine immediately upon meeting
and that the process occurs in a homogeneous medium.
However, in BHJ OPVs, electron donor and acceptor ma-
terials phase separate to form a nano-structured domain
morphology and experimentally, BHJ films have been
found to show very complex recombination behavior that
frequently deviates from the Langevin model.7 Most im-
portantly, in some blends, the recombination rate has
been found to be significantly less than what is predicted
by the Langevin model, and as a result, studies often
determine the Langevin reduction factor (ζ), where

ζ =
kbr
kL

, (4)

to characterize the recombination behavior, with mea-
sured values ranging from 1× 10−4 to 1.7 While a major

reduction was originally proposed to be due to the phase
separated BHJ structure,10 even blends with very similar
morphology can have dramatically different recombina-
tion rates,11 and simulations on model morphologies have
shown that phase separated structures only cause a mi-
nor reduction.12–14 The most prominent explanation for
reduced recombination is that in some blends the recom-
bination process is not encounter-limited but is instead
reaction-limited, where charge carriers can meet at the
donor-acceptor interface and then re-dissociate to form
free charge carriers again.14–20 However, further detailed
studies are needed to determine which factors promote
this process.

One of the key challenges in understanding and ad-
dressing this problem is a limitation in our ability to ac-
curately and quantitatively measure the most relevant
materials and device properties. Studies reporting re-
combination coefficients and charge carrier mobilities al-
most never include uncertainty estimates and measured
values can vary by orders of magnitude depending on the
measurement technique used and how the analysis is per-
formed. For example, Clarke et al. have shown that dif-
ferent bimolecular recombination characterization tech-
niques can give significantly different results, even when
measured on the same set of samples by the same research
group. Furthermore, Kiermasch et al. have recently
shown that results from one of the most common types
of technique, transient photovoltage, may often times be
invalid.22 Adding in sample variability and user error, one
might be very hesitant to trust the quantitative accuracy
of bimolecular recombination coefficient measurements
reported in the literature. However, even when measure-
ments are done correctly, most recombination character-
ization is done using transient measurement techniques
that measure the decay of the charge carriers in a device
under open-circuit conditions. These include transient
photovoltage (TPV) based techniques, pump-probe tran-
sient absorption spectroscopy, and most charge extrac-
tion (CE) techniques (photo-CELIV, OTRACE, TDCF,
BACE, etc.). While these techniques have provided great
insight into the time dependence11,23–27 and charge car-
rier density dependence28–35 of the recombination coeffi-
cient, it can be difficult to determine which value is rel-
evant for real devices under maximum power operating
conditions.

If one measures the charge carrier density in the de-
vice at maximum power, one can interpolate a transient
measurement to find the value of the recombination co-
efficient at the correct charge carrier density, but if the
value is time and/or electric-field dependent, it is not
possible to accurately determine the value relevant to
the fill factor using these techniques. While Albrecht
et al. have shown that the time delayed collection field
(TDCF) method can be used to measure the bias de-
pendence of the recombination coefficient, the extracted
value will only be accurate if there is no time dependence.
Overall, very few studies have determined how much the
recombination coefficient changes between open-circuit
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and maximum power conditions, so it is difficult to con-
clude how much this simplification may affect the previ-
ously reported results.

Similar issues are also present with characterizing
the charge carrier mobility, where different techniques
that measure at different timescales, charge carrier den-
sities, and operating conditions can yield very differ-
ent results.23,37,38 Even using the most common space-
charge-limited current technique to measure different ma-
terials and samples, Blakesley et al. has shown that vari-
ations in how different users measure and analyze their
data can result in orders of magnitude difference in the fi-
nal determined charge carrier mobility.39 Combining sep-
arate measurements of the recombination coefficient and
the mobility to calculate the Langevin reduction factor
(ζ) and the competition factor (θ) only further increases
the potential for inaccurate results depending on which
techniques are used to measure each parameter. With
these issues in mind, it is perhaps not a surprise that the
experimentally determined θ values used by Bartesaghi
et al. to demonstrate the validity of their model have ap-
parent uncertainties of about 1 order of magnitude.5 A
broader collection of data from throughout the published
literature would likely be scattered by several orders of
magnitude.

Given these issues, there is a strong need for the de-
velopment of well tested techniques that can provide
accurate and reliable characterization of the bimolecu-
lar recombination kinetics and the charge carrier mo-
bility that can then be used to construct meaningful
structure-property relationships. To fully understand
how the competition between charge extraction and re-
combination impacts the performance of real OPV de-
vices, one must measure these characteristics on actual
devices operating under 1 sun illumination and at maxi-
mum power conditions. To achieve this goal, we develop
here a novel steady state technique called impedance-
photocurrent device analysis (IPDA) and compare the
results with a more traditional transient photovoltage
technique called open-circuit voltage decay (OCVD). To
broadly test and compare the two techniques, a wide
range of polymer:fullerene BHJ OPVs with varying donor
molecular structure, processing conditions, and active
layer thicknesses are investigated.

II. THEORY AND METHODS

To illustrate the methods and data analysis procedures
for the IPDA technique, we highlight the data measured
on a 8.4% power conversion efficiency PTB7-Th:PC71BM
device (PTB7-Th #2). For fabrication details about this
device and all other devices measured in this study, please
refer to the Experimental section and the Supplementary
Information.40 In addition, for equation derivations and
details about the fitting and analysis procedures used in
this section, see the Supplementary Information.40

A. Measuring the Steady State Bimolecular
Recombination Kinetics and Mobility

To determine the recombination coefficient under
steady state, operational conditions, the overall gener-
ated current density (J) at a given applied bias (V ) can
be split into two components,

J(V ) = JG(V ) − Jbr(V ), (5)

where JG(V ) is the effective generation current and
Jbr(V ) is the bimolecular recombination current. By
measuring and analyzing the photocurrent curves in the
saturation regime, one can determine the generation cur-
rent density at any applied bias, as shown in Fig. 1. Also
shown is the automatically detected onset of the satu-
ration regime (Vsat) for each photocurrent measurement.
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FIG. 1. Photocurrent curves for the device PTB7-Th #2 un-
der different illumination intensities with power law fits to the
saturation regime used to determine the effective generation
current JG.

This information can then used to calculate the com-
plex bimolecular recombination coefficient,

kbr(n, V ) =
JG(V ) − J(V )

qLn(V )2
, (6)

where n(V ) is the charge carrier density in the device at
the specified applied bias. To complete this calculation,
an accurate measurement of n(V ) is needed.

To determine the effective mobility of the charge car-
riers in the working solar cell under various operational
conditions, we expand on the method developed by Al-
brecht et al..41 The current density produced by a so-
lar cell is dominated by the drift and diffusion current
of electrons and holes traveling though the active layer,
and at steady state, the electron and hole current densi-
ties must be equal. Assuming equal densities of electrons
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and holes (n = p) and approximately equal charge carrier
mobilities (µeff = µe ≈ µh),

µeff(n, V ) =
J(V )L

2qn(V )[Voc − V ]
. (7)

Here again, a measurement of n(V ) is needed to complete
the calculation.

Altogether, with highly accurate measurements of
n(V ) in the range from short-circuit to open-circuit un-
der various illumination intensities, one can determine
the charge carrier density dependence and the electric
field dependence of both the bimolecular recombination
coefficient and the effective mobility in the operational
range of the device.

B. Measuring the Charge Carrier Density with
Impedance Spectroscopy

Two main types of techniques have been commonly
used to determine the charge carrier density in OPVs un-
der various operating conditions: charge extraction tech-
niques and impedance spectroscopy. Here, we focus on
developing a method using impedance spectroscopy, but
we refer readers to several studies that have used charge
extraction-based methods.32,41 Both techniques can give
the same information about the charge carrier density,
but impedance spectroscopy has the advantage in that
it can also be used to extract additional relevant infor-
mation about the device such as the dielectric constant
of the active layer. The experimental setup is also sig-
nificantly simpler, only requiring a tunable steady state
light source, a source measure unit, and an impedance
analyzer.

Impedance spectroscopy has been a powerful tool for
studying transport and recombination in OPVs, as well
as in dye-sensitized and quantum dot solar cells.42 To
determined the charge carrier density, this technique re-
quires the measurement of the chemical capacitance (Cµ)
due to the charge carriers in the active layer as a function
of the internal voltage. This relationship must then be
integrated to determine the charge carrier density. Sim-
ply integrating from zero bias to open-circuit voltage has
been often used to estimate the charge carrier density in
OPVs under open-circuit conditions.43,44 However, this
method is not completely accurate because it assumes
that the charge carrier density at short-circuit is zero.
Basham et al. improved on this method by including an
estimate of the charge carrier density at zero bias.45 How-
ever, an even more accurate method was developed by
Proctor et al. by determining the charge carrier density
at a chosen point in the reverse bias saturation regime
(nsat),

46

n(V ) = nsat(Vsat) +
1

qAL

∫ Vcor

Vsat

Cµ(V )dVcor (8)

where

nsat(Vsat) =
1

qAL
Cµ(Vsat) [V0 − Vsat] , (9)

Vsat is the chosen point in saturation regime at which to
perform the analysis, A is the device area, and V0 is the
voltage at which the photocurrent equals zero. Vcor is
the corrected voltage drop across the active layer, which
accounts for the voltage drop due to the series resistance
of the circuit,

Vcor = V − J(V )ARs (10)

where Rs is the DC series resistance extracted from the
dark J-V curve in forward bias regime where the current
is resistance limited. This method allows the determina-
tion of the charge carrier density over a wide range from
reverse bias to open-circuit conditions and has since been
used in several studies to understand recombination in
OPVs.47–49

In the majority of OPV impedance studies, the mea-
surements have been analyzed using equivalent circuit
modeling. Different equivalent circuits are often needed
to fit the impedance response of OPVs. In some cases
a simple RC circuit is sufficient,46,48 but in other cases
more complex circuits are needed, including constant
phase element circuit44,47 or a transmission line model.50

Using equivalent circuit fitting must be done with great
caution because the choice of the equivalent circuit can
have an impact on the results, and different materials can
require a different circuit model.

As a more universal method of analysis, Brus et al.
proposed that calculation and analysis of the capacitance
spectrum provides a model-free technique that can be
used on any material.49 Brus et al. determined the chem-
ical capacitance at an analysis frequency of 10,000 Hz to
estimate the density of free charge carriers. However, we
are interested here in calculating the total charge car-
rier density. This requires the determination of the low
frequency chemical capacitance plateau value, and here,
we measure the device capacitance at a low frequency of
1000 Hz, where almost all charge carriers can contribute
to the capacitive response. The chemical capacitance of
the charge carriers is calculated,

Cµ(V ) = Ctot(V ) − Cd, (11)

where Ctot(V) is the total capacitance of the solar cell un-
der illumination measured at the target frequency as a
function of the applied bias and Cd is the capacitance
measured at the target frequency of the depleted de-
vice in the dark under reverse bias conditions. In pre-
vious studies,46,48 the geometric capacitance (Cg) was
subtracted from the total capacitance to calculate the
chemical capacitance. In simple cases Cd = Cg, and the
methods are equivalent. However, in cases where the de-
pleted device exhibits a low frequency capacitive response
due to ion motion or other slow molecular dipole rear-
rangements that cause dielectric relaxation,51 this addi-
tional capacitance will be incorrectly assigned to charge
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carriers, and the charge carrier density will be overes-
timated unless this additional capacitive contribution is
subtracted from the total capacitance. As a result, sub-
tracting Cd from the total capacitance should give a more
accurate determination of the chemical capacitance due
to the charge carriers. Here, we measure Cd as a function
of frequency at V = −4 or −5 V. Figure 2(top) shows
the final chemical capacitance as a function of the applied
bias at various illumination intensities for the PTB7-Th
#2 device.

10
-9

10
-8

C
μ

(F
)

1.0 suns
0.7 suns
0.3 suns
0.2 suns
0.1 suns
Csat @ Vsat

FIG. 2. Calculated chemical capacitance (top) and charge
carrier density (bottom) curves for the PTB7-Th #2 device
under different illumination intensities.

Nevertheless, the measurement of the geometric capac-
itance at high frequency (1 MHz) is still used to deter-
mine the dielectric constant of the active layer. With this
measurement of the geometric capacitance, the effective

dielectric constant of the active layer blend is then cal-
culated,

ε =
CgL

ε0A
. (12)

While the dielectric constant does not change much be-
tween many of the most common organic semiconductors
used in OPVs, including those tested here, this measure-
ment allows a more accurate calculation of the Langevin
reduction factor that will account for possible changes in
the dielectric constant of the active layer, instead of sim-
ply estimating the value at 3.5 or 4 as is often done in
many other studies. Researchers developing new mate-
rials with a higher dielectric constant and investigating
its effect on charge recombination could make particular
use of this feature.27,48,52,53

We now reassess the derivation for the equation used
to calculate the saturation charge carrier density (nsat)
shown in Eqn. 9. The original equation was derived un-
der the assumption that the charge generation rate (G)
and the effective mobility (µeff) are independent of the
applied bias. However, if G and µeff are not independent
of the the applied bias, then this equation will not be
strictly valid. In a number of OPV blends, the charge
carrier generation yield and the mobility can depend on
the electric field or charge carrier density in the device,
and a more detailed derivation of nsat could take these
effects into account.

The field dependence of the generation rate will appear
as a slope in the photocurrent at large effective voltages.
However, even in blends that do not have field-dependent
generation of free charge carriers, the photocurrent may
not saturate due to recombination of photo-generated
charge carriers with injected charge carriers from the
electrodes. Like geminate recombination, this type of
recombination is also a first-order process and can be
field-dependent.54,55 Both field-dependent charge gener-
ation and field-dependent surface recombination with in-
jected charges can then be combined to give the final
field-dependent effective generation rate, G(V ), that de-
termines the bias-dependence of the saturation current.

With these effects accounted for, nsat has a more com-
plex but complete form,

nsat(Vsat) =
Cµ(Vsat)

qAL

[
1

Voc − Vsat
+

1

JG(Vsat)

dJG(Vsat)

dV
− 1

µeff(Vsat)

dµeff(Vsat)

dV

]−1

(13)

With this final form, all values can be determined from
the impedance measurements and simple J-V measure-
ments except for the electric field dependence of the
charge carrier mobility.

An accurate calculation of n(V ) requires a determina-
tion of dµeff/dV at V = Vsat. However, we also need to
know n(V ) before we can calculate the bias dependence

of the mobility. As a result, the system is described by a
series of nonlinear differential equations, and this system
of equations can be solved numerically. This is done by
first assuming dµeff(Vsat)/dV = 0 and calculating n(V )
using Eqns. 8 and 13. Then, µeff(V ) is calculated using
Eqn. 7, and the numerical derivative is calculated to up-
date the value of dµeff(Vsat)/dV . This process is repeated
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with the updated value for dµeff(Vsat)/dV , and multiple
iterations are performed until nsat converges.

Using the final nsat value, n(V ) is calculated using
Eqn. 8, as shown in Fig. 2(bottom) for the PTB7-Th
#2 device. The process is repeated for measurements
at different light intensities resulting in a series of n(V )
curves that are then interpolated to determine specific
values of interest, such as the charge carrier density at
the maximum power point (nmp) or at open-circuit (noc)
under various illumination intensities. Then using these
n(V ) curves, the steady state bimolecular recombination
coefficient and the effective charge carrier mobility under
operating conditions can be determined using Eqns. 6
and 7, as shown in Fig. 3 for the PTB7-Th #2 device.
Here again, specific values of interest can be determined
such as the performance at maximum power and open-
circuit conditions. However, the effective mobility cannot
be explicitly determined at open-circuit because there is
not current flowing at open-circuit, but one could extrap-
olate the measured values to open-circuit if desired.

FIG. 3. Final calculated bimolecular recombination coeffi-
cient (top) and effective charge carrier mobility (bottom) as
a function of applied bias for the PTB7-Th #2 device under
different illumination intensities.

C. Measuring Bimolecular Charge Recombination
with the Open-Circuit Voltage Decay Technique

As a comparison point, we also perform recombina-
tion measurements using the open-circuit voltage decay
(OCVD) technique, which has been used in a number of
previous studies to characterize the recombination kinet-

ics in OPVs.22,56–61 In this measurement, the device is
held under illumination at open-circuit conditions until
steady state is reached. Then the light is quickly turned
off, and the open-circuit voltage of the device is mea-
sured over time. By keeping the device at open-circuit
for the entire duration of the experiment, there is no net
current flowing in the device, and the photovoltage cre-
ated by the splitting of the quasi Fermi levels due to the
charge carriers inside the active layer is assumed to only
be dissipated through the bimolecular charge recombi-
nation processes. All devices tested and analyzed here
have a negligible contribution from the Shockley-Read-
Hall trap-assisted recombination mechanism under the
illumination intensities (I) of interest in this study (>
0.1 suns), as evidenced by intensity dependent Voc mea-
surements in which linear fits to Voc vs ln(I) plots yield
slopes less than 1.1 kT/q.62,63

In an OCVD measurement, one could simply calculate
the voltage lifetime. However, the voltage lifetime alone
provides limited information, and what is really desired
is a measurement of the charge carrier density transient,
so that a more detailed analysis of the recombination
kinetics can be performed. In OPVs, the relationship
between the measured open-circuit voltage (Voc) and the
charge carrier density has been shown to depend on the
charge transfer state energy (ECT) and further modified
depending on the functional form and magnitude of the
density of states (DOS).48,64,65 For both Gaussian and
exponential DOS models, assuming n = p, the open-
circuit voltage can be generally expressed,

Voc = E0 +
mdkBT

q
lnn2

oc. (14)

where E0 is a fit parameter, md is the disorder prefactor,
kB is the Boltzmann constant, and T is the temperature.
Using this relationship, we fit Eqn. 14 to a series of mea-
surements of Voc and noc at different light intensities and
then use it as a master curve for converting open-circuit
voltage transient measurements into a charge carrier den-
sity transients, as shown in Fig. 4 for the PTB7-Th #2
device.

In addition to reduced recombination, super-second or-
der recombination kinetics have often been observed in
OPVs.7 In most cases, the recombination mechanism it-
self is still second-order, but there is assumed to be a
charge carrier density dependent rate coefficient. Fol-
lowing the commonly used method introduced by Shut-
tle et al.,28 the rate equation can be more generally ex-
pressed,

Rbr = −dn
dt

= kbr(n)n2, (15)

where the charge carrier density dependence of the rate
coefficient is often expressed using a simple power-law,

kbr(n) = k0n
λ−1, (16)

in which k0 and λ are fit parameters. Taking this into
account, the charge carrier density transients can be fit
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(a)

(b)

FIG. 4. (a) Eqn. 14 fit to Voc vs noc data and (b) Eqn. 17
fit to charge carrier density transients for the PTB7-Th #2
device under different illumination intensities.

using the integrated form of Eqn. 16,

n = n0

[
1 + λk0tn

λ
0

]−1/λ
, (17)

where n0 is the initial charge carrier density at time
equals zero, and t is the time. Fitting this equation to
charge carrier density transients allows one to extract the
fit parameters k0 and λ, and then determine the recom-
bination order (λ+1) and calculate kbr(n) using Eqn. 16.

III. RESULTS AND DISCUSSION

To broadly test the IPDA technique and determine
general trends in the device characteristics and perfor-
mance, a wide range of polymer:fullerene blends was
tested. This includes the well-characterized reference
blends P3HT:PC61BM66,67 and PTB7:PC71BM.68,69 In
addition, we also selected several newer and higher
performing blends, including PTB7-Th:PC71BM70 and
PPDT2FBT:PC71BM,71,72 and performed further anal-
ysis on the previously measured PIPCP:PC61BM
blend.61,73 For each polymer:fullerene blend system,
representative high quality devices were selected from
batches of >10 devices for running the full IPDA
and OCVD measurement protocol. From the to-
tal dataset, we take a detailed look at 8 exem-
plary devices with distinct blend chemistry or differ-
ent film fabrication conditions. For the P3HT:PC61BM,

PTB7:PC71BM, and PTB7-Th:PC71BM blends, we fab-
ricated and tested an un-optimized, as-cast film as
well as an optimized blend using annealing or solvent
additives. P3HT:PC61BM films were cast from 1,2-
dichlorobenzene (DCB); PTB7:PC71BM films were cast
from chlorobenzene (CB) using the solvent additive di-
iodooctane (DIO); PTB7-Th:PC71BM films were cast
from CB using the solvent additive diphenyl ether (DPE);
PPDT2FBT:PC71BM films were also cast from CB us-
ing the DPE solvent additive; and PIPCP:PC61BM films
were cast from a solvent mixture of CB with chloroform
(CF). General fabrication information for the 8 exem-
plary devices is shown in Table I with more details in-
cluding chemical structures provided in the Supplemen-
tary Information.40 The same measurement methods de-
scribed above were applied to all devices.

A good starting point for comparing tech-
niques is taking a more detailed look at two of
the most well-characterized systems, annealed
P3HT:PC61BM10,30,31,35,74,75 and PTB7:PC71BM
fabricated with DIO,31,32,76–78 which have both been
characterized by a number of the most common re-
combination measurement techniques by different
research groups. Figure 5 shows measurements of the
bimolecular recombination coefficient as a function of
the charge carrier density as determined by several
different transient techniques from the literature. In
general agreement with these values, our measurements
of device P3HT #2 and PTB7 #2 using OCVD shows
a recombination coefficient that has almost no charge
carrier density dependence and a value of approximately
2 × 10−12 cm3s−1 for P3HT #2 and 3 × 10−11 cm3s−1

for PTB7 #2 under open-circuit conditions.

While our OCVD results are close to that of several
previously published studies, there is significant variabil-
ity between different published studies up to almost 1
order of magnitude. Despite measuring approximately
the same blend materials fabricated in a very similar
way, these studies show significant variation in the re-
combination coefficient likely due to a combination of
factors, including source materials batch variation, minor
film fabrication differences, and measurement technique
differences. Such variability often makes it difficult to
compare results between studies. However, here we per-
form IPDA and OCVD measurements on the same device
to help rule out sample variability concerns. The IPDA
measurements on both the P3HT and PTB7 blends re-
veal a consistent decrease of almost 1 order of magnitude
compared to OCVD when measuring the recombination
coefficient at maximum power. This difference between
the value of the recombination coefficient at open-circuit
and maximum power in the optimized P3HT and PTB7
blends is even greater than observed for the PTB7-Th
#2 device in Fig. 3. This demonstrates that in at least
several cases, transient-based measurements of the re-
combination coefficient at open-circuit can significantly
overestimate the value of the recombination coefficient
that ultimately determines the fill factor.
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TABLE I. General OPV Device Fabrication Data

Device Donor Acceptor Ratio(wt/wt) Casting Solvent Thermal Annealing L(nm)

P3HT #1 P3HT PC61BM 4:3 DCB none 135

P3HT #2 P3HT PC61BM 4:3 DCB Slow dry, 150◦ C for 20 min 260

PTB7 #1 PTB7 PC71BM 2:3 CB none 90

PTB7 #2 PTB7 PC71BM 2:3 CB + 3 vol% DIO none 90

PTB7-Th #1 PTB7-Th PC71BM 2:3 CB none 85

PTB7-Th #2 PTB7-Th PC71BM 2:3 CB + 3 vol% DPE none 120

PPDT2FBT PPDT2FBT PC71BM 2:3 CB + 3 vol% DPE none 125

PIPCP PIPCP PC61BM 1:2 3:2 CB:CF none 110

FIG. 5. Comparison of recombination coefficient measure-
ments for (top) annealed P3HT:PC61BM blends and (bottom)
PTB7:PC71BM blends fabricated with DIO solvent additive.

To look further into this difference, we compare the
bimolecular recombination coefficients determined using
each method for each of the 8 exemplary devices in Fig. 6.
For the values derived from the OCVD measurement, kbr

is determined at the charge carrier density at maximum
power (nmp) under 1 sun illumination. As a result, both
the IPDA and OCVD derived measurements are at the
same charge carrier density but at a different applied bias

condition. All devices except the PIPCP device show a
significantly lower recombination coefficient from IPDA
than from OCVD. However, it is not a simple offset ei-
ther. There is a variable difference that evidently de-
pends on the details of the materials and morphology,
but a difference that can reach up to a 1 order of mag-
nitude in several of the cases tested here. In addition,
the difference between the two techniques appears to be
greater for the optimized devices than the un-optimized
devices. In addition to the inability of OCVD to account
for a time and/or electric field dependent kbr, another
possible contribution is that a lack of blocking layers can
cause recombination with injected carriers to have a sig-
nificant impact on the transient voltage decay.79 Without
a way to subtract this component, OCVD measurements
may overestimate the true bimolecular recombination co-
efficient. In contrast, steady state IPDA measurements
subtract any possible bias-dependent first order losses,
such as recombination with injected charge carriers, when
calculating the bimolecular recombination current.

To probe these differences further and help decide
which technique yields measurements that are most con-
sistent with the device performance, the competition fac-
tor (θ) is calculated using Eqn. 2. To do so, the gen-
eration rate is determined at maximum power from the
photocurrent analysis, G = JG(Vmp)/qL. The product of
the electron and hole mobility is replaced by µ2

eff deter-
mined from the IPDA technique, and Vint = Voc − Vmp.
Two variants of the competition factor are then calcu-
lated, θIPDA, where the kbr used is the value from IPDA,
and θOCVD, where the kbr used is the value from OCVD.
This analysis and calculation was done for the 8 exem-
plary and also for a number of additional replicate de-
vices and devices with other fabrication variations. For
more details about all of the devices shown here, see
the Supplementary Information.40 From this collection of
34 devices, those with significant field-dependent charge
generation, including the as-cast P3HT:PC61BM devices
and PTB7:PC71BM devices made without the DIO sol-
vent additive, were removed from the dataset. Significant
field-dependent charge generation reduces the fill factor,
but this phenomenon is not included in the derivation
of the Bartesaghi model. For the remaining 28 devices,
Fig. 7 shows how the two differently calculated compe-
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FIG. 6. Comparison of bimolecular recombination coefficient values determined at nmp under 1 sun illumination with the
IPDA and OCVD techniques.

FIG. 7. Comparison of the competition factor (θ) determined using kbr values at nmp from the IPDA and OCVD techniques.

tition factors compare with the fill factor measured on
the same device under 1 sun illumination. The results
from the IPDA technique show a very clear correlation
between the competition factor and FF as predicted pre-
viously, while the results from OCVD show no clear corre-
lation. This provides further evidence supporting recent
work by Kiermasch et al. indicating that transient pho-
tovoltage based techniques do not given reliable measure-
ments of the bimolecular recombination kinetics in thin
film solar cells.22 Conversely, the IPDA technique gives
results that are self-consistent between many different de-
vices with different polymer:fullerene blend chemistries,
processing conditions, and active layer thicknesses. Fur-
thermore, the final calculated θ values have apparent un-
certainties that are less than ±25%, which is a major
improvement over the dataset collected by Bartesaghi
et al..5 In addition, the OCVD-derived θOCVD results are
shifted to larger values, further indicating that OCVD
overestimates kbr compared to the IPDA technique.

Analyzing IPDA competition factor results, we find
that the fill factor is proportional to log(θIPDA) over the
parameter range tested here. Beyond the range tested
here, the FF is expected to plateau at both the high
end and the low end, thereby forming a inverted S shape

that can be fit by a sigmoid function.80 However, over
the range tested here, a simple linear model is sufficient.
Further IPDA measurements at the extremes would be
needed to test the functional relationship further, but a
detailed functional analysis of the FF-θ relationship is be-
yond the scope of this study. In the future, more detailed
model fitting could potentially be used to extract param-
eters that may provide further physical understanding of
the transport and recombination behavior.

A more detailed look at the device characteristics de-
termined for the 8 exemplary devices is shown in in Ta-
ble II Most importantly, one can compare how the re-
combination coefficient and the effective mobility vary
between the different devices. Perhaps the most strik-
ing observation is that the effective mobility of all of
the optimized devices is very similar. Despite significant
changes in donor molecular structure and other prop-
erties, the effective mobility of the blends only range
between 1 × 10−4 and 3 × 10−4 cm2V−1s−1. In stark
contrast, the recombination coefficient between the same
series of devices varies by over 2 orders of magnitude.
This leads to an important point about where to focus
future research efforts. While high mobility has certainly
been shown to be important for creating high fill factor
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TABLE II. IPDA 1 Sun Maximum Power Point Characterization Data

Device Jsc(mAcm−2) Voc(V) FF PCE(%) nmp(cm−3) kbr(cm3s−1) µeff(cm2V−1s−1) ζ θ

P3HT #1 -3.8 0.63 0.61 1.4 2 × 1016 2 × 10−12 6 × 10−5 2 × 10−2 1

P3HT #2 -9.5 0.57 0.66 3.6 3 × 1016 2 × 10−13 2 × 10−4 1 × 10−3 0.5

PTB7 #1 -8.9 0.74 0.51 3.4 3 × 1016 3 × 10−12 3 × 10−5 1 × 10−1 3

PTB7 #2 -15.6 0.73 0.65 7.4 2 × 1016 3 × 10−12 1 × 10−4 3 × 10−2 0.6

PTB7-Th #1 -12.9 0.78 0.47 4.8 3 × 1016 4 × 10−12 4 × 10−5 1 × 10−1 3

PTB7-Th #2 -16.4 0.80 0.64 8.4 1 × 1016 7 × 10−12 2 × 10−4 3 × 10−2 0.7

PPDT2FBT -11.1 0.76 0.69 5.8 1 × 1016 4 × 10−12 2 × 10−4 1 × 10−2 0.4

PIPCP -15.0 0.90 0.49 6.6 6 × 1015 7 × 10−11 3 × 10−4 2 × 10−1 2

devices,4,81 it may be difficult to significantly improve be-
yond 1 × 10−3 cm2V−1s−1 in disordered BHJ morpholo-
gies. Instead, perhaps a more concerted effort to develop
materials with slow bimolecular recombination would be
more fruitful given that its value can vary so dramatically
even between already highly optimized blends. As shown
previously, phase separation alone is not sufficient to pro-
duce highly reduced recombination.11–14 Instead, charge
carrier re-dissociation is proposed to largely dictate the
eventual bimolecular recombination rate.14–20 However,
design rules for creating blends with these properties are
still lacking.

When comparing the un-optimized and opti-
mized P3HT:PC61BM, PTB7:PC71BM, and PTB7-
Th:PC71BM blends an interesting feature is observed.
While the use of annealing or solvent additives in the
optimized blends significantly increases the mobility
relative to the un-optimized devices, optimizing the
morphology decreases the recombination coefficient only
in the P3HT:PC61BM blend. In the PTB7:PC71BM
blend, the recombination coefficient is largely unchanged
by the solvent additive. Previous work by Kniepert et al.
measured a decrease in kbr by a factor 2-3 when using
DIO with PTB7:PC71BM blends, but the precise reason
for this discrepancy cannot be elucidated here. Given the
typically large variation seen between different samples
and measurement techniques, as shown in Fig. 5, a fac-
tor of 2-3 difference may not significant in many cases.
Finally, in PTB7-Th:PC71BM blends, using solvent
additives actually slightly increases the recombination
coefficient. Further understanding of how morphology
optimization procedures affect the recombination coeffi-
cient is needed to try and identify ways to both increase
the mobility and decrease the recombination coefficient
as is observed in the P3HT:PC61BM blend.

However, based on previous detailed morphological
studies, several observations can be made. Annealing
of P3HT:PC61BM blends has been shown to cause en-
hanced phase separation that is driven by crystallization
of the P3HT phase, forming a final 3-phase morphology
with high purity polymer and fullerene domains and a
more disordered mixed phase inbetween.82 Formation of
an interfacial mixed phase has been shown to cause en-
ergy cascades that can promote charge separation,83–85

and these energy cascades could also potentially inhibit
bimolecular charge recombination. In contrast, with
PTB7:PC71BM blends, previous studies have shown that
the use of DIO prevents over-ripening of the fullerene
domains to create an optimal nanoscale phase sepa-
rated morphology.68 However, unlike P3HT:PC61BM,
only 2-phases are found, and the optimized blend con-
tains PTB7-rich donor phases with significant fullerene
content.86 In the PIPCP:PC61BM blend, which has the
highest recombination rate, a well-mixed morphology was
identified without the formation of any pure or enriched
phases.61

These results appear at least qualitatively consistent
with recent work that has emphasized the role of phase
purity in reducing the bimolecular recombination rate
and increasing the fill factor.87–90 However, it is still un-
clear whether a 2-pure phase or 3-phase morphology is
better and if the molecular scale donor-acceptor interac-
tions and orientations that determine the charge transfer
state lifetime are also important. The IPDA measure-
ment technique developed here is well-suited to play a sig-
nificant role in concert with detailed morphology charac-
terization techniques to elucidate these mechanisms fur-
ther.

Beyond the basic characterization of the device behav-
ior at 1 sun illumination conditions, a series of illumina-
tion intensity dependent measurements also allows one
to determine both the charge carrier density dependence
and the electric field dependence of the bimolecular re-
combination coefficient, the effective charge carrier mo-
bility, and the Langevin reduction factor. Characteriz-
ing and understanding these dependencies can help shed
light on their physical origins. Different combinations
of illumination intensity and applied bias can result in
the same value of the charge carrier density, so one can
then fix the charge carrier density and determine the bias
(electric field) dependence of each parameter over the
measured range. Here, choosing a relatively low charge
carrier density allows interpolation over a large enough
range of electric field strengths to see meaningful trends.
Figure 8 shows the field dependence of each parameter
for all 8 exemplary devices. Again, here we see the dra-
matic difference in recombination coefficient between the
various polymer:fullerene blends, and all of the optimized
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blends, except for PIPCP:PC61BM, show a negative elec-
tric field dependence.

FIG. 8. The electric field dependence of the bimolecular
recombination coefficient (top), effective mobility (middle),
and Langevin reduction factor (bottom) for all 8 devices at
n = noc(I = 0.1 sun), which is the charge carrier density of
the device at open-circuit under 0.1 sun illumination.

In agreement with our observed trends, Albrecht et al.
have shown using TDCF measurements that the recom-
bination coefficient in an optimized PCPDTBT:PC71BM
blend decreases by approximately a factor of 2 when go-
ing from open-circuit to maximum power.36 They at-
tributed this behavior to a mobility with a negative
field dependence, finding that the reduction factor is es-
sentially independent of the electric field. In contrast,
our results for optimized P3HT, PTB7, PTB7-Th, and
PPDT2FBT devices all show essentially field indepen-
dent mobility such that the field dependence of the re-
combination coefficient carries though to give a field de-
pendent reduction factor. Our observation of largely
field independent mobility in these devices is consistent
with BHJ morphologies that have relatively direct charge
transport pathways (mild tortuosity).91 A highly nega-
tive field dependence that would indicate a morphology

with undesirably convoluted charge transport pathways
(high tortuosity) is not observed for these materials.

Interestingly, there also appears to be a correlation be-
tween the magnitude of the reduction factor and the elec-
tric field dependence, with the most reduced recombina-
tion in the P3HT #2 device also having the strongest field
dependence. A negative field dependence of the bimolec-
ular recombination coefficient in a neat disordered semi-
conductor has been shown before theoretically,92 and a
field-activated polaron pair re-dissociation at the donor-
acceptor interface could potentially explain the negative
field dependence. However, further studies are needed
to quantify and understand this phenomenon, and IPDA
measurements would be uniquely able to probe this fur-
ther. For many years, annealed P3HT:PCBM blends
have been known to have the lowest recombination rates
of any other blend, and it is one of the key reasons why
it can achieve good performance even with a thick ac-
tive layer. Recently, Gasparini et al. have determined
an even lower recombination rate in the non-fullerene
P3HT:IDTBR blend.93 Further understanding of how
P3HT is able to achieve this behavior, identifying addi-
tional materials with extremely slow recombination, and
accurately quantifying the transport and recombination
parameters represents a major opportunity for high im-
pact OPV research going forward.

IV. CONCLUSIONS

In order to increase the accuracy and reliability of
charge transport and recombination measurements for
OPVs, we have developed the impedance-photocurrent
device analysis (IPDA) technique for measuring real de-
vices under standard, steady state operating conditions,
and we apply the technique to a wide range of poly-
mer:fullerene blends prepared with various fabrication
conditions. As a comparison point, we also apply a more
common transient photovoltage technique called open-
circuit voltage decay (OCVD) to the same set of devices.
We find that IPDA gives a much more reliable quan-
tification of the recombination kinetics than the OCVD
method, and that altogether, IPDA characterization of
both charge transport and recombination correlates very
well with the device fill factor when using the Bartesaghi
model.5 The IPDA measurement results compiled here on
many different devices with a variety of blend chemistries,
processing conditions, and active layer thicknesses rep-
resent one of the most self-consistent and comprehen-
sive charge transport and recombination datasets avail-
able for OPVs. Our results also provide further support-
ing evidence that common transient photovoltage based
techniques do not give reliable measurements of the bi-
molecular recombination kinetics in thin film solar cells,
as shown recently by Kiermasch et al..22 Furthermore,
we find that very often, the bimolecular recombination
coefficient is significantly less at maximum power operat-
ing conditions than at open-circuit, even after correcting
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for the charge carrier density dependence. As a result,
even charge extraction based techniques that measure re-
combination at open-circuit may often overestimate the
recombination coefficient. Further analysis reveals that
most of the optimized devices tested here exhibit a re-
combination coefficient with a significant negative elec-
tric field dependence, which is not probed by most of the
common recombination characterization techniques.

Overall, we find IPDA to be a powerful technique
that will allow researchers to characterize the primary
device properties that ultimately determine the fill fac-
tor in most high performance OPVs. The reliability
and reduced measurement uncertainty afforded by the
IPDA technique could allow researchers to identify and
more rigorously study materials that can maintain a high
fill factor with a thick active layer. Recently, an in-
creasing number of fullerene and non-fullerene blends
have been able to achieve a high fill factor in thick
films,72,89,94–99 so there is great opportunity for eluci-
dating the physical mechanisms that drive this behavior.
While we have only investigated polymer:fullerene blends
in this study, there should be no reason that the tech-
nique cannot also be applied to the wide variety of small
molecule:fullerene blends, non-fullerene acceptor blends,
polymer-polymer blends, co-evaporated BHJ blends, and
even ternary blends that all continue to be developed.
As long as the blends have a BHJ architecture and meet
the assumptions laid out in this study, IPDA should be
equally applicable. Future work utilizing IPDA to build
structure-property relationships for bimolecular recombi-
nation could lead to enhanced design rules for creating
efficient OPVs that are suitable for commercialization.

IPDA could also play a role in increasing the rate of
OPV materials discovery and optimization. In this vein,
most work has been focused on using ab initio electronic
structure methods to screen for appropriate chemical
structures, largely based on their optical bandgap.100–102

While this can be a useful method to narrow the search,
in silico predictions of the fill factor are extremely dif-
ficult due the highly complex series of factors that de-
termine its value, and such methods cannot currently
capture processing and morphology effects. Recent work
has highlighted the importance of the thermodynamic pa-
rameter χ on the fill factor and suggested higher through-
put miscibility experiments could be used to accelerate
materials discovery,90 but knowing χ alone is not enough
to accurately predict the fill factor nor the fabrication
conditions required to reach a particular level of per-
formance. Instead of replacing device experiments com-
pletely, reliable higher throughput experimental charac-
terization techniques that can generate information-rich
databases could enhance recent efforts to create predic-
tive data-driven models using machine learning.103 IPDA
measurements are performed on actual lab scale solar
cells, have mild equipment requirements, can be inte-
grated into existing device fabrication and testing work-
flows, and yield a range of detailed metrics, thereby
greatly increasing the scientific value of each experimen-

tal device fabricated. A starting example of such an
information-rich dataset containing detailed starting ma-
terials properties, film fabrication details, and IPDA de-
vice characterization results is provided in the Supple-
mentary Data file. Combining this approach with various
materials screening efforts could be a promising strat-
egy for significantly reducing trial-and-error approaches
to OPV materials development.

V. EXPERIMENTAL

Device Fabrication: Glass substrates with 140 nm of
indium tin oxide (ITO) from Naranjo Substrates were
scrubbed with soapy DI water and sonicated in ace-
tone and then isopropanol before being treated with
O2 plasma. Then, a 40 nm PEDOT:PSS (Clevios P
VP Al 4083) layer was spin coated at 2500 rpm and
dried at 140◦ C in air for 20 min. Active layers were
then deposited in a N2 glovebox using a spin coater.
P3HT was used as received from Plextronics (Plexcore
OS 2100). PTB7 and PTB7-Th were used as received
from 1-Material. PPDT2FBT was synthesized as re-
ported previously.71,72 PC61BM and PC71BM were used
as received from Nano-C. Top contacts consisting of ap-
proximately 15 nm of calcium and 100 nm of aluminum
were thermally evaporated onto the active layer using
an Angstrom Engineering Amod vacuum deposition sys-
tem. PIPCP was synthesized using the previously re-
ported method,73 and measurements were performed on
a previously fabricated and characterized device with
an inverted architecture.61 Layer thicknesses and device
area were measured using an Ambios XP-100 stylus pro-
filometer. Device area for all samples was approximately
0.2 cm2, except for the PIPCP:PC61BM device that was
only 0.06 cm2.

Current-Voltage Measurements: Devices were tested in
a N2 glovebox and illuminated without an aperture us-
ing a 100 mW cm2 simulated AM1.5G light source from
a Newport 66902 300 W XE arc lamp with an AM1.5
global filter. Lower illumination intensities were obtained
using a Newport 5215 optical density filter wheel. The
light source irradiance was calibrated using a standard
monocrystalline silicon reference cell with a KG5 filter
calibrated by the National Renewable Energy Labora-
tory. Measurements were performed using a Keithley
2602A source-measurement unit controlled by National
Instruments LabView software.

OCVD Measurements: Devices were tested in a vac-
uum sample chamber and illuminated with a Cree XT-E
high-power white LED on a Indus Star metal core printed
circuit board for heat dissipation. The LED had a mea-
sured turnoff lifetime of ≈ 200 ns, which gives a measure-
ment time resolution of 500 ns. The LED was powered
by a power source connected to a high power transistor
switch. The device was connected to a high impedance
voltage follower, which allows the open-circuit voltage
of the solar cell to be measured without allowing cur-

Page 12 of 15Energy & Environmental Science



13

rent to flow through the circuit. The voltage output
from the voltage follower was measured using a Tektronix
TDS5032B digital oscilloscope. The LED switch and the
oscilloscope were triggered using a square function from
a Tektronix AFG320 function generator.

Impedance Measurements: Devices were measured us-
ing a Solartron 1260 impedance analyzer with an AC am-
plitude of 100 mV. Measurement scripts and instrument
control was done using ZPlot software from Scribner As-
sociates, Inc.
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7 C. Göhler, A. Wagenpfahl, and C. Deibel, Adv. Electron.
Mater. (2018), 10.1002/aelm.201700505.

8 S. Shoaee, M. Stolterfoht, and D. Neher, Adv. Energy
Mater. (2018), 10.1002/aenm.201703355.

9 P. Langevin, Ann. Chim. Phys. 28, 433 (1903).
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