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An analytic quasi-diabatic representation of ab initio electronic structure data is key to the accurate quantum mechanical description of non-adiabatic chemical processes. In this work, a general Neural Network (NN) fitting procedure is proposed to generate coupled quasi-diabatic Hamiltonians $\left(\mathbf{H}^{\mathbf{d}}\right)$ that are capable of representing adiabatic energies, energy gradients, and derivative couplings over a wide range of geometries. The quasidiabatic representaion for LiFH is used as a testing example. The fitting data including adiabatic energies, energy gradients and interstate couplings are obtained from a previously fitted analytical quasi-diabatic potential energy matrix, and are well reproduced by the NN fitting. Most importantly, the NN fitting also yields quantum dynamic results that reproduce those on the original LiFH diabatic Hamiltonian, demonstrating the ability of NN to generate highly accurate quasi-diabatic Hamiltonians.

[^0]
## I. INTRODUCTION

Accurate dynamic simulations of electronically non-adiabatic chemical processes have become a frontier in chemical physics. ${ }^{1,2}$ Such studies require accurate electronic structure data: energies, energy gradients and derivative couplings. ${ }^{3,4}$ Compared to calculating these data "on the fly" in direct dynamics, ${ }^{5}$ fitting methods benefit more from constructing analytic quasi-diabatic representations. A principal advantage of analytic quasi-diabatic representations is that one can employ much more accurate electronic structure methods than are currently practical in direct dynamics. Once constructed, the computational cost of evaluating analytic quasi-diabatic representations is negligible compared to actual $a b$ initio calculations. However, it is not a trivial task to construct accurate quasi-diabatic representations from ab initio data evaluated exclusively in the adiabatic representation.

The attribute quasi used here, which we shall omit below except as needed for emphasis, indicates that for polyatomic molecules rigorous diabatic representations do not exist, ${ }^{6-8}$ and the diabatic representation is thus not uniquely defined. As a consequence, a variety of methods to construct diabatic representations has been reported in the literature. These methods can be divided into three categories: property-based methods, diabatization by ansatz and derivative-based methods. The property-based methods use some electronic properties ${ }^{9-12}$ (e.g., dipole moment, ${ }^{13}$ quadrupole moment, ${ }^{14}$ transition dipole moment ${ }^{15}$ ) for a number of adiabatic states and construct diabatic states by imposing the condition that the chosen property or properties have to vary smoothly over the entire range of the coordinate space. ${ }^{16}$ Diabatization by ansatz is also a widely used method, in which (only) adiabatic energies are reproduced. ${ }^{16-18}$ Simple as these two kinds of methods may be, without using the derivative information, the quality of diabatization is not strictly under control and depends to a large extent on the physical intuition for a specific system. ${ }^{19}$ The derivative-based methods are in principle the most accurate, which employ the derivative information of electronic wave functions including energy gradients and derivative couplings. The derivative information is also very important to describe the geometric phase, ${ }^{20}$ local topology of a conical intersection ${ }^{21}$ and avoided-crossing. ${ }^{22}$ Despite that much more computational effort is required to obtain all derivative information over an extended range of nuclear coordinates, it is indispensable to obtain accurate dynamic results. Abrol and Kuppermann ${ }^{23}$ constructed a global diabatic potential energy matrix (PEM) for $\mathrm{H}_{3}$ based on ab initio derivative couplings by solving the three-dimensional Poisson equation. Collins and co-workers developed a generally applicable
approach based on modified Shepard interpolation. ${ }^{24-26}$ Recently, Zhu a nd Yarkony have introduced a diabatization procedure, which expresses the diabatic PEM in symmetry adapted polynomials and simultaneously fits a nd diabatizes ab initio e lectronic structure data, to produce a coupled quasi-diabatic representation. ${ }^{27-30} \mathrm{~A}$ unique feature of this approach is that it uses derivative coupling data to determine diabatic states, so that the residual derivative coupling can be determined. This procedure ultimately provides an accurate, quantifiable diabatic representation of the adiabatic electronic structure data, as demonstrated by, for example, excellent agreement with experimentally measured dynamical attributes in photodissociation of ammonia. ${ }^{31-33}$

For years, Artificial Neural Networks (NN) have been proven to be a robust and powerful tool to fit accurate adiabatic potential energy surfaces (PESs) for polyatomic molecules in the gas phase and for the interaction of small molecules with metal surfaces. ${ }^{34-46}$ The flexible functional form of a NN can reproduce smoothly varying ab initio data as accurately as possible. In addition, a NN also provides a closed analytic form for gradients, and it has also been used for simultaneous fitting of energies and energy gradients. ${ }^{47,48}$ Very recently, attempts have been made to construct diabatic representations with NNs to achieve higher fitting a ccuracy. For e xample, Lenzen a nd Manthe used a NN-based diabatic PEM to fit adiabatic energies alone within an ansatz based diabatization framework, in which derivative information is not used. ${ }^{18}$ Guan et al. proposed a procedure which fits both energies and interstate couplings to solve for the mixing angle for the diabatization of the lowest two states of LiFH. ${ }^{49}$ However, it is not a general method, but is restricted to an avoided crossing between only two states. More recently, Xie et al. proposed a NN based method to represent elements of a diabatic PEM and considered the permutation symmetry and topological features near a conical intersection seam. This method fits the already determined PEM elements of an existing diabatization. ${ }^{50}$ Thus derivative information is not included either.

In this work, we propose a more general fitting procedure with NNs based on the Zhu-Yarkony diabatization method, ${ }^{27-30}$ which is aimed at reproducing adiabatic energies, energy gradients and derivative couplings. Considering the fact that the learning capacity of NNs is much greater than that of polynomials, it can be anticipated that more accurate diabatic representations can be constructed for larger and more complicated molecules with NNs. In this work, we use a simple example: the construction of the diabatic Hamiltonian for the two lowest electronic states of LiFH , to demonstrate the accuracy of the new NN-based method. The rest of the paper is organized as following: Sec. II describes the NN fitting procedure in detail, the test results for LiFH are presented in Sec. III, and the final section contains a brief discussion and offers a future prospect.

## II. THE QUASI-DIABATIC HAMILTONIAN AND ITS DETERMINATION WITH NEURAL NETWORKS

## A. The quasi-diabatic Hamiltonian

The quasi-diabatic Hamiltonian $\mathbf{H}^{\mathrm{d}}$ is an $N^{\text {state }} \times N^{\text {state }}$ symmetric matrix whose elements are continuous functions of nuclear coordinates, which takes the following form

$$
\begin{equation*}
H_{\alpha, \beta}^{\mathrm{d}}(\mathbf{Q}) \equiv\left\langle\Psi_{\alpha}^{\mathrm{d}}(\mathbf{q} ; \mathbf{Q})\right| \mathbf{H}^{e}(\mathbf{q} ; \mathbf{Q})\left|\Psi_{\beta}^{\mathrm{d}}(\mathbf{q} ; \mathbf{Q})\right\rangle_{\mathbf{q}} . \tag{1}
\end{equation*}
$$

Here $\mathbf{H}^{e}$ is the electronic Hamiltonian, $\mathbf{q}$ are the coordinates of electrons, $\mathbf{Q}$ are the nuclear coordinates that describe molecule geometries and $\Psi_{\alpha}^{\mathrm{d}}, \alpha=1-N^{\text {state }}$, are the quasi-diabatic electronic wave functions. This matrix is also referred to as the diabatic PEM. The eigenvectors of $\mathbf{H}^{\mathrm{d}}$ satisfy the following electronic Schrödinger equation:

$$
\begin{equation*}
\left[\mathbf{H}^{\mathrm{d}}(\mathbf{Q})-\mathbf{I} E^{a, I,(m)}(\mathbf{Q})\right] \mathbf{d}^{I}(\mathbf{Q})=0 . \tag{2}
\end{equation*}
$$

Here, $\mathbf{I}$ is identity matrix and $E^{a, I,(m)}$ is the corresponding eigenenergy. The superscript ( $m$ ) indicates that the results come from the model Hamiltonian $\mathbf{H}^{\mathrm{d}}$, rather than $a b$ initio $(a b)$ calculations, and the superscript (a) indicates the adiabatic representation.

## B. Equations defining $\mathbf{H}^{\mathbf{d}}$

$$
\begin{equation*}
E^{a, I,(m)}=\mathbf{d}^{I}(\mathbf{Q})^{\dagger} \mathbf{H}^{\mathrm{d}} \mathbf{d}^{I}(\mathbf{Q}) \tag{3}
\end{equation*}
$$

Eq. (3) is the first equation defining $\mathbf{H}^{\mathrm{d}}$, which provides the comparison of adiabatic energies. By differentiating Eq. (2), the defining equations for energy gradients and derivative couplings are obtained:

$$
\begin{gather*}
\nabla_{k} E^{a, I,(m)}(\mathbf{Q})=\mathbf{d}^{I}(\mathbf{Q})^{\dagger}\left(\nabla_{k} \mathbf{H}^{\mathrm{d}}\right) \mathbf{d}^{I}(\mathbf{Q})  \tag{4}\\
h_{k}^{I, J,(m)}=\left[E^{a, J,(m)}(\mathbf{Q})-E^{a, I,(m)}(\mathbf{Q})\right] f_{k}^{I, J,(m)}(\mathbf{Q})=\mathbf{d}^{I}(\mathbf{Q})^{\dagger}\left(\nabla_{k} \mathbf{H}^{\mathrm{d}}\right) \mathbf{d}^{J}(\mathbf{Q}) \tag{5}
\end{gather*}
$$

where $f_{k}^{I I J,(m)}$ is derivative coupling and $h_{k}^{I, J /(m)}$ is defined as interstate coupling, which is a much smoother function than $f_{k}^{I, J,(m)}$ and shows no singularity when a degeneracy occurs. ${ }^{49}$

In this work, the matrix element of $\mathbf{H}^{\mathrm{d}}$ is expressed by a NN function which uses $\mathbf{Q}$ as input. NNs are trained by minimizing the difference between $E^{a, l,(m)}, \nabla_{k} E^{a, I,(m)}, h_{k}^{a, l, J,(m)}$ and corresponding ab initio data.

## C. Feed-forward Neural Networks

In the present work, a feed-forward NN is employed, which is a powerful and robust fitting tool that can in principle represent any real and smooth function to an accuracy consistent with the quality of the data. ${ }^{51}$ It also provides closed analytical form for both the output and gradient.

Feed-forward NNs consist of several layers. An $M$-layer NN can be denoted as $R-S^{1}-S^{2}-$ $\ldots-S^{M}$, which means that the network has $R$ elements in the input vector and $S^{m}$ neurons in $m$ th layer. Let $p_{r, q}$ denote the $r$ th element of the $q$ th input vector $\mathbf{p}_{q}$, where $r$ ranges from 1 to $R$. Let $n_{k}^{m}$ denote the $k$ th element of the network input vector $\mathbf{n}^{m}$ and $a_{k}^{m}$ denote the output of neuron $k$ in $m$ th layer. In the $M$ th layer, $\mathbf{a}^{M}$ is the network output. $w_{i, j}^{m}$ represents the element at row $i$ and column $j$ of the weight matrix between layer $m-1$ and layer $m$. The bias of neuron $i$ in layer $m$ is denoted by $b_{i}^{m}$. The transfer function in layer $m$ is denoted by $f^{m}$. The input layer is denoted as the zeroth layer. The output of one layer becomes the input of the following layer. The equations that describe such a NN are

$$
\begin{gather*}
n_{i, q}^{m}=\sum_{j=1}^{S^{m-1}}\left(w_{i, j}^{m} a_{j, q}^{m-1}\right)+b_{i}^{m}  \tag{6}\\
a_{i, q}^{m}=f^{m}\left(n_{i, q}^{m}\right) \tag{7}
\end{gather*}
$$

The analytic form for the gradient with respect to the input can be obtained through the following equations. Eq. (8) is the initial start in the zeroth layer, and using Eq. (9) and Eq. (10) iteratively, the gradient of the output in all layers can be calculated.

$$
\begin{gather*}
\frac{\partial a_{i, q}^{0}}{\partial p_{r, q}}=\delta_{i, r}  \tag{8}\\
\frac{\partial n_{i, q}^{m}}{\partial p_{r, q}}=\sum_{j=1}^{S^{m-1}} w_{i, j}^{m} \frac{\partial a_{j, q}^{m-1}}{\partial p_{r, q}}  \tag{9}\\
\frac{\partial a_{i, q}^{m}}{\partial p_{r, q}}=\frac{\partial a_{i, q}^{m}}{\partial n_{i, q}^{m}} \frac{\partial n_{i, q}^{m}}{\partial p_{r, q}^{m}}=\dot{f}^{m}\left(n_{i, q}^{m}\right) \frac{\partial n_{i, q}^{m}}{\partial p_{r, q}^{m}} \tag{10}
\end{gather*}
$$

The set of NN parameters $\boldsymbol{\theta}$ consists of all weights and biases. The training of the NN is the process of finding the optimal parameters that can reproduce $a b$ initio data as accurately as possible. The derivatives of the NN output and its gradients with respect to NN parameters $\theta$ also have closed analytical forms (see Appendices), which make it very convenient to apply gradientbased algorithms, such as quasi-Newton and conjugate gradient methods, to optimize the NN.

## D. Determination of $\mathbf{H}^{\mathbf{d}}$ from fitting data

In this work, we perform the diabatization of the two lowest states of LiFH as a testing example. A minimization scheme of sum of squared errors or performance index is proposed as follows:

$$
\begin{align*}
P= & \sum_{q=1}^{Q} \sum_{I=1}^{N^{\text {sate }}}\left[E_{q}^{a, I,(m)}-E_{q}^{a, I,(a b)}\right]^{2} \\
& +\rho_{g} \sum_{q=1}^{Q} \sum_{I=1}^{s^{\text {satae }}} \sum_{r=1}^{R}\left[\nabla_{r} E_{q}^{a, I,(m)}-\nabla_{r} E_{q}^{a, I,(a b)}\right]^{2}  \tag{11}\\
& +\rho_{c} \sum_{q=1}^{Q} \sum_{I=1}^{\text {ssate }} \sum_{J=I+1}^{N^{\text {sataec }}} \sum_{r=1}^{R}\left[h_{r, q}^{a, I, J,(m)}-h_{r, q}^{a, I, J,(a b)}\right]^{2}
\end{align*}
$$

which consists of three parts: sum of squared errors of energies, gradients and interstate couplings, respectively. Here, $Q$ is the number of geometries, $R$ is the number of internal coordinates, and $\rho_{g}$ and $\rho_{c}$ are connecting weights for the errors of gradients and interstate couplings, respectively. We follow the choice of Pukrittayakamee and Nguyen-Truong ${ }^{47,48}$ for $\rho_{g}$ and $\rho_{c}$ :

$$
\begin{gather*}
\rho_{g}=\lambda_{g} \frac{\max \left\{E_{q}^{a, I,(a b)}\right\}_{I=1,2}^{2}}{\max \left\{\nabla_{r} E_{q}^{a, l,(a b)}\right\}_{I=1,2}^{2}},  \tag{12}\\
\rho_{c}=\lambda_{c} \frac{\max \left\{E_{q}^{a, l,(a b)}\right\}_{I=1,2}^{2}}{\max \left\{h_{r, q}^{a, 1,2,(a b)}\right\}^{2}}, \tag{13}
\end{gather*}
$$

where $N^{\text {state }}=2$ in this case.
It is proved that the magnitude $\left\|\mathbf{f}^{a, I, J,(a b)}-\mathbf{f}^{a, I, J,(m)}\right\|$ is a direct measure of the quality of the quasi-diabatic representation. ${ }^{28}$ If the $a b$ initio data $E^{a, I,(a b)}, \nabla_{k} E^{a, I,(a b)}$ and $h_{k}^{a, I, J,(a b)}$ are well reproduced, $\left\|\mathbf{f}^{a, I, J,(a b)}-\mathbf{f}^{a, I, J,(m)}\right\|$ would be small, hence providing a quantifiable test of the quality of the corresponding representation. Therefore, the performance index $P$ here is a criterion for the quality of diabatization: the smaller $P$ is, the better quality the corresponding diabatic representation has. By including the derivative information, energy gradients and interstate couplings, the
number of points or nuclear configurations at which ab initio data are required to determine the NN coefficients can be reduced, compared to energy based determinations. ${ }^{27}$

Since the performance index consists of only squared errors, the Levenberg-Marquardt algorithm is employed to minimize it, which is very robust and converges quickly. ${ }^{52}$ To achieve the best results, multiple trainings with different initial parameters (weights and biases) are performed, from which the fittings with smallest performance indexes are selected as the optimal results.

## E. Fitting data for LiFH

The purpose of this work is to demonstrate the ability of NNs as a general fitting method to construct the quasi-diabatic representation. Therefore, instead of performing actual ab initio calculations, the fitting data are generated from the previously fitted an alytical di abatic PEM of Jasper and co-workers (LiFHJ) ${ }^{53}$ according to Eqs. (3), (4) and (5).

The inter-atomic distances $R_{\mathrm{LiF}}$ and $R_{\mathrm{HF}}$ along with the Li-F-H angle $\gamma$ are used as coordinates to generate fitting d ata. The g rid of points at which e nergies, e nergy g radients a nd interstate couplings are computed is defined by the following values of $R_{\mathrm{LiF}}, R_{\mathrm{HF}}$ and $\gamma$ :

$$
\begin{aligned}
& R_{\mathrm{LiF}}=2.0,2.25,2.5,2.7,2.96,3.1,3.3,3.5,3.8,4.0,4.5,5.0,6.0,7.0,8.0,9.0,10.0,11.0 \text { bohr, } \\
& R_{\mathrm{HF}}=1.2,1.4,1.6,1.73,1.8,2.0,2.4,2.8,3.0,3.5,4.0,4.5,5.0,6.0,7.0,8.0,9.0,10.0,11.0
\end{aligned}
$$ bohr,

$$
\gamma=0^{\circ}, 15^{\circ}, 35^{\circ}, 55^{\circ}, 70^{\circ}, 90^{\circ}, 110^{\circ}, 145^{\circ}, 180^{\circ} .
$$

The geometries with $R_{\text {LiH }}$ greater than 12.0 bohr or less than 2.0 bohr are abandoned. Among all the coordinates listed above, one can find the equilibrium lengths for $\operatorname{LiF}$ ( 2.96 bohr) and HF ( 1.73 bohr). This grid offers detailed information of the potentials and interstate couplings, and provides a good description of dynamically relevant regions and is sufficient to generate satisfactory diabatic PEM. ${ }^{49}$ The energies are read from LiFHJ in eV . For more complex systems, trajectoryguided point sampling approach should be adopted to saturate data in dynamically relevant regions. ${ }^{28}$

## III. RESULTS

A total of 2552 geometries giving rise to 28072 least squares terms was assembled. The inverse of three inter-atomic distances $R_{\mathrm{LiF}}, R_{\mathrm{HF}}$ and $R_{\mathrm{LiH}}$ were used as the input of the NN . The NN structure is 3-40-40-3, which has two hidden layers and 1923 parameters. This size of NN can
already give satisfactory results. Even though more accurate results can be obtained by increasing the NN size, the fitting may be difficult to converge. The three components of the NN output correspond to $H_{11}^{\mathrm{d}}, H_{12}^{\mathrm{d}}\left(H_{21}^{\mathrm{d}}\right)$ and $H_{22}^{\mathrm{d}}$, respectively. The transfer function in the first and second layers is hyperbolic tangent function $f(x)=\tanh (x)$; in the third layer, it is a linear function $f(x)=x$. The $\lambda_{g}$ and $\lambda_{c}$ values were set to 10.0 and 0.1 , respectively. The training is stopped after 500 iterations.

TABLE I. NN fitting results for LiFH

| No. | $P$ | $\operatorname{RMSE}\left(E_{1}\right)$ | $\operatorname{RMSE}\left(E_{2}\right)$ | $\operatorname{RMSE}\left(\nabla E_{1}\right)$ | $\operatorname{RMSE}\left(\nabla E_{2}\right)$ | $\operatorname{RMSE}\left(h^{1,2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(\mathrm{eV})^{2}$ | eV | eV | $\mathrm{eV} \cdot \mathrm{bohr}^{-1}$ | $\mathrm{eV} \cdot \mathrm{bohr}^{-1}$ | $\mathrm{eV} \cdot \mathrm{bohr}^{-1}$ |

Ten fitting results with the smallest performance indices are listed in Table I. Here, we define the root mean square error (RMSE) of energies, energy gradients and interstate coupling as:

$$
\begin{gathered}
\operatorname{RMSE}\left(E_{I=1,2}\right)=\sqrt{\frac{1}{Q} \sum_{q=1}^{Q}\left(E_{q}^{a, I,(m)}-E_{q}^{a, l,(a b)}\right)^{2}}, \\
\operatorname{RMSE}\left(\nabla E_{I=1,2}\right)=\sqrt{\frac{1}{Q R} \sum_{q=1}^{Q} \sum_{r=1}^{R}\left(\nabla_{r} E_{q}^{a, I,(m)}-\nabla_{r} E_{q}^{a, I,(a b)}\right)^{2},} \\
\operatorname{RMSE}\left(h^{1,2}\right)=\sqrt{\frac{1}{Q R} \sum_{q=1}^{Q} \sum_{r=1}^{R}\left(h_{r, q}^{a, 1,2,(m)}-h_{r, q}^{a, 1,2,(a b)}\right)^{2} .}
\end{gathered}
$$

The first fitting with the smallest performance index is chosen as the optimal result. Fig. 1 shows the corresponding contour plots of the three diabatic PEM elements at $\gamma=72.8^{\circ}$ (bond angle of
the saddle point for the ground state adiabatic PES), which exhibit excellent smoothness.
The $\operatorname{RMSE}\left(E_{I=1,2}\right)$ of these fittings converged around 0.003 eV , which is quite satisfactory. The distributions of the fitting errors for adiabatic energies, which are defined as $E^{a, I,(m)}-E^{a, I,(a b)}$, are shown in Fig. 2. As shown by the figure, the fitting error is typically within the $\pm 0.01 \mathrm{eV}$ boundaries for both states. Fig. 3 further illustrates the quality of the fitting for both adiabatic PESs. The energy contours of the adiabatic PESs for the $\mathrm{Li}+\mathrm{HF}$ reaction are plotted as a function of $R(\mathrm{LiF})$ and $R(\mathrm{HF})$, with $\gamma$ fixed at $72.8^{\circ}$ (bond angle of the saddle point). It is clear that the NN fitting reproduces the original LiFHJ adiabatic PESs very well.

As for the derivative information, $\operatorname{RMSE}\left(\nabla E_{I=1,2}\right)$ converged around $0.005 \mathrm{eV} \cdot$ bohr $^{-1}$, and $\operatorname{RMSE}\left(h^{1,2}\right)$ converged around $0.003 \mathrm{eV} \cdot \mathrm{bohr}^{-1}$. The fitting errors are quite small compared to the largest absolute values for gradients and interstate couplings: 55.6 and $4.25 \mathrm{eV} \cdot$ bohr $^{-1}$. The interstate couplings play a more important role in the non-adiabatic process. Therefore, we should carefully examine the fitting accuracy of interstate couplings.

As the reaction of $\mathrm{Li}+\mathrm{HF} \rightarrow \mathrm{LiF}+\mathrm{H}$ progresses, $R(\mathrm{HF})$ increases, therefore the $R(\mathrm{HF})$ component of $\mathbf{h}^{1,2}$ could be very important to the non-adiabatic process. In Fig. 4, we compare the $R(\mathrm{HF})$ component of $\mathbf{h}^{1,2}$ obtained from the NN PEM and original LiFHJ PEM, as a function of $R(\mathrm{LiF})$ and $R(\mathrm{HF})$, with $\gamma$ fixed at $70.0^{\circ}$. As can be seen, the reproduction of the interstate couplings is very accurate. In addition, the plots show that there are no unphysical oscillation in the NN fitting, which also guarantee the smoothness of resulting diabatic PEM elements. Fig. 5 (a) is an example of avoided crossing between the energy curves and the corresponding interstate coupling is shown in Fig. 5 (b). As can be seen, the avoided crossing occurs with $R(\mathrm{HF})$ around 3.2 bohr. Correspondingly, the absolute value of the $R(\mathrm{HF})$ component of interstate coupling reaches its maximum. It is clearly shown in Fig. 5 (b) that the NN fitting accurately reproduced the interstate coupling.

To further illustrate the quality of NN fitting, quantum dynamic calculations were performed on both LiFHJ diabatic PEM and NN diabatic PEM. The total reaction probability for reaction $\mathrm{Li}+\mathrm{HF} \rightarrow \mathrm{LiF}+\mathrm{H}$ with the total angular momentum $J=0$ was calculated using the initial stateselected time-dependent wave packet (TDWP) approach. ${ }^{54,55}$ The numerical parameters for quantum reactive scattering wave packet calculations are shown in Table II, the definition of which can be found in Ref. 54. The initial wave packet was placed on the excited electronic state with HF in its ground ro-vibrational state to simulate the electronically nonadiabatic dissociation. ${ }^{53}$ As shown in Fig. 6, despite the slight difference in the low translational energy region, the original

LiFHJ PES and NN PES yield almost identical reaction probability over a wide energy range, thus validating the global accuracy of the NN fitting.

TABLE II. Numerical parameters used in the quantum reactive scattering wave packet calculations. (atomic units are used, unless stated otherwise)

| Grid range and size | $R \in[1.0,14.0]$ | $N_{R}^{\text {tot }}=255$ | $N_{R}^{\text {int }}=80$ |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $r \in[1.2,6.5]$ | $N_{r}^{\text {int }}=40$ | $N_{r}^{\text {asy }}=10$ |  |
| Rotational basis size | $j_{\max }=30$ |  |  |  |
| Initial wave packet | $E_{0}=1.0 \mathrm{eV}$ | $R_{0}=8.5$ | $\delta=0.08$ |  |
| Absorbing potential $^{a}$ | $C_{R}=0.02$ | $n_{R}=2.0$ | $R_{a}=12.0$ | $R_{b}=14.0$ |
|  | $C_{r}=0.02$ | $n_{r}=2.0$ | $r_{a}=5.0$ | $r_{b}=6.5$ |
| Dividing plane | $r=4.0$ |  |  |  |
| Total propagation time | 100000 | $\Delta t=10.0$ |  |  |
| ${ }^{a}$ Functional form for absorbing potential: $V_{\mathrm{abs}}(x)=-i C_{x}\left(\frac{x-x_{a}}{x_{b}-x_{a}}\right)^{n_{x}}, x \in\left[x_{a}, x_{b}\right]$. |  |  |  |  |



FIG. 1. Contour plots for $H_{11}^{\mathrm{d}}, H_{12}^{\mathrm{d}}\left(H_{21}^{\mathrm{d}}\right)$ and $H_{22}^{\mathrm{d}}$ as functions of $R(\mathrm{LiF})$ and $R(\mathrm{HF})$, with $\gamma$ fixed at $72.8^{\circ}$.


FIG. 2. Error distribution as a function of the adiabatic potential energy for ground and excited states. Error is defined as $E^{a, I,(m)}-E^{a, I,(a b)}$.

## IV. SUMMARY

Analytic quasi-diabatic representations that can reproduce electronic structure data, energies, energy gradients and derivative couplings are crucial to accurate fully quantum mechanical simulations of electronically nonadiabatic processes. For years, NNs have been used as an effective and robust tool for the fitting of adiabatic PESs of molecular systems. Its closed analytical form for both the output and gradient makes it a promising derivative-based method to construct accurate quasi-diabatic representations. In this work, we proposed a general fitting procedure to construct quasi-diabatic representations with NNs. The previously constructed diabatic PEM of the lowest two electronic states LiFH was used as a simple testing example. The NN fitting is demonstrated to accurately reproduce energies, energy gradients and interstate couplings, and most importantly, it also allows the reproduction of quantum dynamic results generated from the original PEM, which indicates its global accuracy. Even though the testing LiFH case is a simple two-state model, the generalization of the current method to multiple states is straightforward.

In future work, two important issues need to be addressed. One is the description of the vicinity of a conical intersection. It is important to note that the two lowest electronic states of LiFH do


FIG. 3. Comparison of contour plots obtained from the NN PEM and original LiFHJ PEM, as a function of $R(\mathrm{LiF})$ and $R(\mathrm{HF})$, with $\gamma$ fixed at $72.8^{\circ}$. The upper row shows the comparison of contour plots of the ground state PES, and the lower row compares the contour plots of the excited state PES.
not cross to form a conical intersection seam, but form a seam of avoided-crossing instead, which is much easier to cope with. However, when it comes to describe the vicinity of a conical intersection, the orthogonal intersection adapted coordinates based on Yarkony's $\mathbf{g}$ and $\mathbf{h}$ vectors must be exploited to better reproduce the local topography. ${ }^{56-58}$ The other important issue to be addressed is the symmetry adaption. To construct the global diabatic representations, one has to consider the complete nuclear permutation inversion (CNPI) symmetry, ${ }^{27}$ the symmetry induced by interchange of identical nuclei and inversion of the entire molecule, nuclei, and electrons. When the diabatic electronic states carry one-dimensional irreducible representations of the CNPI group, the diagonal elements of the diabatic PEM are invariant with respect to permutations of identical nuclei (i.e., carry totally symmetric irreducible representation), and the permutation invariant polynomials neural networks (PIP-NN) can be used to preserve such symmetry. ${ }^{38,50}$ On the other hand, the off-diagonal element of diabatic matrix may change sign under certain permutations if the two relevant electronic states carry different irreducible representations of the CNPI group. In this case, the off-diagonal element can be expressed as PIP-NN multiplied by a factor that preserves the corresponding non-totally symmetric irreducible representation. ${ }^{50}$ The multiplicative factor can be


FIG. 4. Comparison of the $R(\mathrm{HF})$ component of $\mathbf{h}^{1,2}$ plots obtained from the NN PEM and original LiFHJ PEM, as a function of $R(\mathrm{LiF})$ and $R(\mathrm{HF})$, with $\gamma$ fixed at $70.0^{\circ}$.
obtained by applying CNPI group projection operators to basis functions of coordinates. ${ }^{27}$
To summarize, an important first step in using NNs to construct a quasi-diabatic representation from $a b$ initio data: energies, energy gradients and derivative couplings, is reported. The results are quite encouraging. We expect that, through this work, quasi-diabatic representations for larger and more complicated molecules can be constructed by NNs, which would facilitate accurate (quantum) dynamic simulations of nonadiabatic processes and help us to gain better understanding of nonadiabatic chemical processes.
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FIG. 5. Avoided crossing on HF energy curve (a) and corresponding interstate coupling gradients (b) with $\gamma=70^{\circ}$ and $R(\mathrm{LiF})=8.0$ bohr. In panel (a), the energy curve for ground state and excited state are shown in green and purple lines, respectively. The minimum energy difference is 0.077 eV . In panel (b), the interstate couplings read from LiFHJ are shown as circles; the green solid line is the corresponding fitted NN curve.

## Appendix A: Derivatives of NN output with respect to NN parameters

From Eqs. (6) and (7), take the derivatives of $a_{k, q}^{M}$ with respect to $w_{i, j}^{m}$ and $b_{i}^{m}$, we have

$$
\begin{gather*}
\frac{\partial a_{k, q}^{M}}{\partial w_{i, j}^{m}}=\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \frac{\partial n_{i, q}^{m}}{\partial w_{i, j}^{m}}=\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} a_{j, q}^{m-1},  \tag{A1}\\
\frac{\partial a_{k, q}^{M}}{\partial b_{i}^{m}}=\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \frac{\partial n_{i, q}^{m}}{\partial b_{i}^{m}}=\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} . \tag{A2}
\end{gather*}
$$

It can be observed that to calculate the derivatives, $\frac{\partial a_{k,}^{M}}{\partial n_{i, q}^{m}}$ must be obtained. In the $M$ th layer (i.e., the output layer), we have

$$
\begin{equation*}
\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{M}}=\dot{f}^{M}\left(n_{i, q}^{M}\right) \delta_{i, k} . \tag{A3}
\end{equation*}
$$

Then, we apply chain rule to obtain the recurrence relation between $\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{M}}$ and $\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}}$.


FIG. 6. Comparison of total reaction probabilities for reaction $\mathrm{Li}+\mathrm{HF} \rightarrow \mathrm{LiF}+\mathrm{H}$ with total angular momentum $J=0$ on LiFHJ (green solid line) and NN PES (red dashed line). The initial wave packet was placed on the excited state.

$$
\begin{align*}
\frac{\partial a_{k, q}^{M}}{\partial n_{j, q}^{m-1}} & =\sum_{i=1}^{S^{m}} \frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \frac{\partial n_{i, q}^{m}}{\partial n_{j, q}^{m-1}} \\
& =\sum_{i=1}^{S^{m}} \frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \frac{\partial n_{i, q}^{m}}{\partial a_{j, q}^{m-1}} \frac{\partial a_{j, q}^{m-1}}{\partial n_{j, q}^{m-1}}  \tag{A4}\\
& =\sum_{i=1}^{S^{m}} \frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \dot{f}^{m-1}\left(n_{j, q}^{m-1}\right) w_{i, j}^{m}
\end{align*}
$$

Starting with Eq. (A3) and using Eq. (A4), all the $\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{n}}$ can be calculated.

## Appendix B: Derivatives of the gradient with respect to NN parameters

Similarly, take the derivatives of $\frac{\partial a_{k, q}^{M}}{\partial p_{r, q}}$ with respect to $w_{i, j}^{m}$ and $b_{i}^{m}$, we have

$$
\begin{align*}
\frac{\partial}{\partial w_{i, j}^{m}}\left(\frac{\partial a_{k, q}^{M}}{\partial p_{r, q}}\right) & =\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial w_{i, j}^{m}}\right) \\
& =\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \times \frac{\partial n_{i, q}^{m}}{\partial w_{i, j}^{m}}\right)  \tag{B1}\\
& =\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}}\right) \times a_{j, q}^{m-1}+\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \times \frac{\partial a_{j, q}^{m-1}}{\partial p_{r, q}} \\
\frac{\partial}{\partial b_{i}^{m}}\left(\frac{\partial a_{k, q}^{M}}{\partial p_{r, q}}\right) & =\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial b_{i}^{m}}\right) \\
& =\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \times \frac{\partial n_{i, q}^{m}}{\partial b_{i}^{m}}\right)  \tag{B2}\\
& =\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}}\right)
\end{align*}
$$

$\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}}$ have already been calculated by Eqs. (A3) and (A4), and $\frac{\partial a_{i, q}^{m}}{\partial p_{r, q}}$ can be calculated by Eqs. (8), (9) and (10). It is the $\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}}\right)$ that are left to be calculated.

In the $M$ th layer, it is easy to have following

$$
\begin{equation*}
\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{M}}\right)=\frac{\partial}{\partial p_{r, q}}\left[\dot{f}^{M}\left(n_{i, q}^{M}\right) \delta_{i, k}\right]=\delta_{i, k} \ddot{f}^{M}\left(n_{i, q}^{M}\right) \frac{\partial n_{i, q}^{M}}{\partial p_{r, q}}, \tag{B3}
\end{equation*}
$$

and the recurrence relation between $\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{M}}\right)$ and $\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{j, q}^{m-q}}\right)$ can be obtained by taking derivative of Eq. (A4) with respect with $p_{r}$ :

$$
\begin{align*}
\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{j, q}^{m-1}}\right) & =\sum_{i=1}^{S^{m}} \frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}}\right) \dot{f}^{m-1}\left(n_{j, q}^{m-1}\right) w_{i, j}^{m} \\
& +\sum_{i=1}^{S^{m}} \frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}} \ddot{f}^{m-1}\left(n_{j, q}^{m-1}\right) \frac{\partial n_{j, q}^{m-1}}{\partial p_{r, q}} w_{i, j}^{m} . \tag{B4}
\end{align*}
$$

Therefore, all $\frac{\partial}{\partial p_{r, q}}\left(\frac{\partial a_{k, q}^{M}}{\partial n_{i, q}^{m}}\right)$ are obtained, hence the derivatives of the gradient with respect to the NN parameters.

## Appendix C: Evaluation of $\frac{\partial \mathbf{d}^{l}(\mathbf{Q})}{\partial \theta_{k}}$

Since the expressions for energies, energy gradients and interstate couplings all contain eigenvector $\mathbf{d}^{I}(\mathbf{Q})$, in order to perform optimization, its derivatives with respect to NN parameters $\frac{\partial \mathbf{d}^{I}(\mathbf{Q})}{\partial \theta_{k}}$ are required. This is obtained from the derivative of Eq. (2) as follows:

$$
\begin{equation*}
\mathbf{d}^{I}(\mathbf{Q})^{\dagger}\left[\frac{\partial}{\partial \theta_{k}} \mathbf{H}^{\mathrm{d}}(\mathbf{Q})\right] \mathbf{d}^{J}(\mathbf{Q})=\left[E^{a, J,(m)}(\mathbf{Q})-E^{a, l,(m)}(\mathbf{Q})\right] \mathbf{d}^{I}(\mathbf{Q})^{\dagger} \frac{\partial}{\partial \theta_{k}} \mathbf{d}^{J}(\mathbf{Q}), \tag{C1}
\end{equation*}
$$

so

$$
\begin{equation*}
\frac{\partial \mathbf{d}^{I}(\mathbf{Q})}{\partial \theta_{k}}=\sum_{K \neq I}^{N^{\text {state }}} \mathbf{d}^{K}(\mathbf{Q}) \frac{\mathbf{d}^{K}(\mathbf{Q})^{\dagger}\left[\frac{\partial}{\partial \theta_{k}} \mathbf{H}^{\mathrm{d}}(\mathbf{Q})\right] \mathbf{d}^{I}(\mathbf{Q})}{E^{a, I,(m)}(\mathbf{Q})-E^{a, K,(m)}(\mathbf{Q})}, \tag{C2}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial \mathbf{d}^{I}(\mathbf{Q})^{\dagger}}{\partial \theta_{k}} \mathbf{d}^{K}(\mathbf{Q})=\frac{\mathbf{d}^{K}(\mathbf{Q})^{\dagger}\left[\frac{\partial}{\partial \theta_{k}} \mathbf{H}^{\mathrm{d}}(\mathbf{Q})\right] \mathbf{d}^{I}(\mathbf{Q})}{E^{a, l,(,(m)}(\mathbf{Q})-E^{a, K,(m)}(\mathbf{Q})} . \tag{C3}
\end{equation*}
$$

This is valid provided it is not near geometry with degeneracy where $E^{a, J,(m)}(\mathbf{Q})=E^{a, I,(m)}(\mathbf{Q})$. Since LiFH has no conical intersection, it is safe to use these equations to calculate $\frac{\partial \mathbf{d}^{l}(\mathbf{Q})}{\partial \theta_{k}}$.
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