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Symmetry controlled excited state dynamics†

Max D.J. Waters,a Anders B. Skov,a Martin A.B. Larsen,a Christian M. Clausen,a Peter
M. Weber,b and Theis I. Sølling∗a

Symmetry effects in internal conversion are studied by means of two isomeric cyclic tertiary
aliphatic amines in a velocity map imaging (VMI) experiment on the femtosecond timescale. It is
demonstrated that there is a delicate structural dependence on when the coherence is preserved
after the transition between the 3p and 3s Rydberg states. N-methyl morpholine (NMM) shows
unambiguous preserved coherence, consistent with previous work, which is decidedly switched
off by the repositioning of oxygen within the ring. From the differences in these dynamics, and an
examination of the potential energy surface following the normal modes of vibration, it becomes
clear that there is a striking dependence on atom substitution, which manifests itself in the per-
mitted modes of vibration that take the system out of the Franck-Condon region through to the 3s
minimum. It is shown that the non Fermi-like behaviour of NMM is due to a conical intersection
(CI) between the 3px and 3s states lying directly along the symmetry allowed path of steepest
descent out of the Franck-Condon region. NMI, where the symmetry has been changed, is shown
to undergo internal conversion in a more Fermi-like manner as the energy spreads through the
available modes ergodically.

1 Introduction
Understanding how light interacts with matter, and the resulting
flow of energy through a molecular system, is key to approaching
the design of molecules with the goal of tuning their properties for
specific photochemical, or electronic, applications. With the ad-
vent of ultrafast spectroscopy it is possible to examine the degree
of coupling between states as a function of molecular structure.
The aim of this work is to address how subtle symmetry changes
can impact the flow of internal energy.

Fermi’s golden rule is often invoked to describe internal con-
version in a system1, as it can give an approximate value for the
rate of internal conversion in systems that behave in a statistical
manner. In that case, the transition probability Γi→ f is given by

Γi→ f =
2π

h̄
| 〈Ψi|H ′|Ψ f 〉 |2ρ (1)

Where Ψi and Ψ f are the wavefunctions of the initial and fi-
nal states, respectively. The degree of overlap between the is
expressed by the matrix element 〈Ψi|H ′|Ψ f 〉 of the perturbing
Hamiltonian H ′, and the density of final states is given by ρ. In
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standard Fermi-like systems, the system explores the available de-
grees of freedom in a statistical manner, and the rate of internal
conversion can largely be discussed purely in terms of the density
of states available in the receiving state. Using this rule, one con-
cludes that systems with lower symmetry undergo internal con-
version on faster timescales than analogous systems with higher
orders of symmetry, simply due to the greater density of states
that the system would be permitted to transition into; however,
in the two molecules presented in this work it is clearly shown
that by breaking the symmetry from one regioisomer to another,
one changes the behaviour of the internal conversion from a more
statistical, non-coherent process to a non-statistical, coherent pro-
cess.

It has been understood for some time that ultrafast inter-
nal conversion can be driven by a non-ergodic evolution of the
wavepacket on an excited state surface2, meaning that the mo-
tion out of the Franck-Condon region and any subsequent excited
state dynamics are non-statistical. Non-linear molecules have 3N-
6 modes of vibration so that for a large non-linear molecule, it is
exceptionally rare that a single normal mode is entirely responsi-
ble for the motion between two electronic states. In fact, a conical
intersection (CI) requires at least two degeneracy-lifting degrees
of freedom3 and in molecules with such large degrees of free-
dom, isolating and understanding the dynamics of how a chemi-
cal system passes through a CI is a non-trivial task4. Determining
which molecular vibrations are responsible for these transitions
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has allowed us in the past to gain deeper insight into predicting,
interpreting, and understanding chemistry, as well as more nu-
anced methods of modelling and analysing how a wavepacket can
move, or be directed, around a potential energy surface (PES)5,6.

Indeed, observing preserved structural coherence in a system is
not a new phenomenon - having first been reported by Zewail7 in
sodium iodide. However, it is still rare that similar observations
are made in much larger systems8,9, and only very recently has
the same phenomena been reported after the system has under-
gone internal conversion10,11. Internal conversion between ex-
cited states is an area of physical chemistry and chemical physics
that consistently generates interest due to the fact that it is a pro-
cess that can foster efficient energy conversion from excited state
potential energy into nuclear kinetic energy, without losing any
energy through radiation12. This makes molecules that can un-
dergo efficient internal conversion particularly attractive for any
technology pertaining to storage of solar energy13 or molecular
photoswitches14.

In addition to the work conducted by Zewail, many previous
studies have shown that internal conversion is often driven by
a small set of normal modes in large polyatomic systems15–20,
though this work has been, for the large part, theoretical without
presenting much experimental data. This phenomenon of internal
conversion being driven by a small number of modes is the basis
of the photophysics presented in this work, as the coupling the the
3p manifold and 3s Rydberg state in both NMM and NMI occurs
along the amine wagging motion and carbon nitrogen stretching
motion. However, what makes it most interesting in these amine
systems is that the ion and Rydberg states have been long consid-
ered to be parallel to each other, which should make the observa-
tion of any vibrational coherence impossible. The previous work
by Zhang et al.11 demonstrated that this previous interpretation
is not valid.

Central to internal conversion is the idea of the CI, which is to
say that there may be a region of the PES where the system has a
nuclear geometry which leads to the degeneracy of two or more
electronic surfaces. Through work conducted by Yarkony et al.21,
and the combined efforts of Robb, Olivucci, and Bernardi22–24

it has been shown that CIs are ubiquitous in ultrafast dynam-
ics. With this in mind, it is therefore interesting that oscillations
in NMM are due to one specific normal mode, whilst a scan of
the relevant excited state PESs along this mode shows that they
are near parallel, with no topology that would indicate any non-
adiabatic behaviour. One established way in which it is possi-
ble for Rydberg states to undergo ultrafast internal conversion is
through Rydberg-valence mixing25,26 in which a distortion of the
molecular structure causes it to acquire significant valence char-
acter, meaning that enough of the electron density is located in
an antibonding orbital to cause the topology of the PES to differ
noticeably from that of the ion state.

In the ongoing investigation of the photodynamics of tertiary
aliphatic amines, and the nature of the transition between the
3p and 3s Rydberg states, Zhang et al.11 showed that in NMM
there is a preserved coherence along the amine umbrella mode.
Observation of coherent oscillations in the time-resolved photo-
electron imaging (TRPEI) spectrum is not only interesting from a

dynamics point of view, it also represents a significant break from
the typical interpretation of excited amines27. Initially, it was
thought that it would not be possible to resolve oscillations that
are due to structural coherences in these systems due to the fact
that Rydberg and ion states are commonly thought of as being
parallel to each other (or near-parallel to such an extent that the
gradient differences would not be able to be resolved) due to pro-
gressively higher lying Rydberg states having increasingly diffuse
and extended wavefunctions, until they converge with the ion
state28. This would mean that there would be no change in en-
ergy difference along the coordinate of oscillation, implying that
oscillations would not be observed. The scope of studies into ter-
tiary aliphatic amines, both cyclic and non-cyclic, has been broad
and yet (to the best knowledge of the authors) structural coher-
ences in this class of compounds had not been observed until this
point27,29–31. This is not the case in other systems where struc-
tural coherences have been observed, such as o-fluorophenol9,
due to the ion state, D0, being more similar in topology to the
ground state, S0, than the double-well excited state, 3s. From the
recent finding in NMM it is clear that this is not the case in some
amines as well.

In this present study, a contrast and comparison is drawn be-
tween N-methyl isomorpholine (NMI) and N-methyl morpholine
(NMM), both shown in figure 1, with the goal of understanding
the impact of symmetry upon the dynamics of NMM and how it
can be a controlling factor for the preservation of vibrational co-
herence during internal conversion. The results that have been
previously observed11 were replicated and it was demonstrated
that this surprising behaviour is not present in NMI. Therefore,
the structure of NMM must inherently be less conducive to cou-
pling between normal modes than that of NMI. Presented here
are some arguments based on experimental evidence and calcu-
lations that demonstrate that this is likely the explanation for the
observation of coherent oscillations in the case of NMM whilst
these are not observed in the NMI spectrum.

2 Methodology

2.1 Experimental Methods

The Copenhagen VMI setup has been described in detail else-
where29. NMM was purchased from Sigma-Aldrich (99% pu-
rity). 3-methyl-1-oxa-3-azinane (NMI) was synthesized according
to the procedure by Katritzky and coworkers with modifications
for the workup33. The NMR spectral data associated with the syn-
thesis is provided as supporting information in figures 1†-3†. The
synthesis afforded NMI with a 28% impurity of methanol, which
is not expected to affect the pump-probe data due to methanol not
having any absorption of either pump or probe through a single-
photon process. Any multi-photon absorption is not expected to
play a role, as two-photon absorption at 200 nm will lead directly
to ionization (E2×200nm = 12.4 eV34, IEMeOH = 10.84 eV35) giv-
ing a non-time dependent signal which is subtracted during data
analysis. Furthermore a three-photon absorption at 400 nm will
only give signal at negative time delays, and will have a very low
intensity in comparison to the single-photon absorption response
of NMI.
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(a)

(b)

Fig. 1 Ground state structures 32 of the minima of a) NMM and b)
NMI calculated with CAM-B3LYP/6-311++G(d,p), both are in a equato-
rial chair conformation. In each molecule, structure 1. corresponds to
the equatorial chair, as it is in a chair conformation whilst the methyl is
equatorial. The rest of the structures are labelled following the same
scheme, 2. is labelled axial chair, 3. equatorial boat, 4. axial boat. The
umbrella angle tells us to what degree the nitrogen is planarised, a value
of 0◦ would mean that the nitrogen centre is completely planar.

A vapour phase UV-Vis spectrum was taken of NMI using a Var-
ian Cary 50 UV-Vis Spectrophotometer, to determine the absorp-
tion band. NMM and NMI were examined in the gas phase using
ultrafast VMI with a pump wavelength of 200 nm and a probe
wavelength of 400 nm. The pump beam was generated using
fourth harmonic generation from an 800 nm fundamental, whilst
the probe beam was generated via second harmonic generation.

2.2 Computational Methods

In order to obtain an overview of the systems of interest, TD-DFT
was employed (CAM-B3LYP/6-311++G(d,p)) using the Gaussian
16 program package36. CAM-B3LYP was chosen as it is known to
give a good description of Rydberg states37, and the initial cal-
culations of excitation energies agreed well with the measured
UV/Vis spectrum, as demonstrated in figure 2 and table 1. Sta-
tionary points on the ground, 3s Rydberg, and 3px,y,z Rydberg
states were located and characterised by examining their fre-

quencies. The PES was calculated following the normal modes.
In addition to this, a relaxed scan following the methyl stretch-
ing coordinate was also calculated which resulted in the appear-
ance of a crossing. Due to the notoriety of TD-DFT as an inad-
equate method for the characterisation of conical intersections
(albeit for those between the ground state and excited states38),
the intersection geometry was optimised and characterised at the
CASSCF(12,12)/aug-cc-pVTZ level of theory. The active space
was chosen to include the MOs and electrons involved in C-N
bonding, the nitrogen lone pair, and both lone pairs on the oxy-
gen atom because the HOMO is the nitrogen lone pair, and the
C-N bonds were important to include due to the hypothesis of
Rydberg-valence interaction playing a role. The oxygen lone pairs
were included because the position of the oxygen was varied be-
tween the two molecules, making it important to be reflected in
the active space. The CASSCF calculations were completed using
the Molcas 8.0 program package39, and the NMM conical inter-
section was characterised according to the method laid out by
Galván et al40. Once there was verification that multireference
methods were giving qualitative agreement with the results of
the TD-DFT calculations, relaxed scans of the C-N bonds on both
systems were calculated at the CAM-B3LYP/6-311++G(d,p) level
of theory.

3 Results and Discussion

3.1 Experimental Results

A gas-phase steady state UV/Vis spectrum for NMI is shown in fig-
ure 2, demonstrating that there is a strong absorption at 200 nm
which is assigned to the transition from the ground state to a 3p
state. This is confirmed by ab initio calculations, which give a
vertical transition of 199 nm. A small shoulder can also be seen
at 211 nm, corresponding to a weak transition to the 3s state.
The VMI spectra for NMM and NMI are shown in figure 3, and
the ground state optimised structures are shown in figure 1. In
essence, the main difference between the ground state minimum
and the excited state minima is the configuration around the ni-
trogen. With the Rydberg species resembling the ionised species
(at N) the preference is a planar configuration, and thus the tran-
sition from the Franck-Condon region to the minimum region is
a planarisation of nitrogen. The TRPEI spectra show that, in each
molecule, a 3p state is initially populated which then decays to
the 3s state. Oscillations are clearly seen in the NMM spectrum,
as was previously reported, which are not present in NMI. There
is also a significant difference in the 3p lifetime of each molecule,
with NMM decaying significantly faster than NMI.

Table 1 presents an overview and characterisation of the vari-
ous minima present in each of the two systems. Due to the signifi-
cant energy barriers from one minimum to another on the ground
state in NMM, it can be assumed that the equatorial chair confor-
mation dominates. In NMI there are two conformers that could
be relevant, the equatorial chair or the axial chair. These con-
formers are both very close in energy, with very similar excitation
energies. It should also be noted that these structures are minima
that fall along the surface following the amine wagging motion
on the ground state, so the transition state between them is likely
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Fig. 2 Gas phase steady state UV-Vis absorption spectrum of NMI.

very small and easily overcome at room temperature. This could
be the reason for the broad appearance of the peak associated
with the n→3s transition in Figure 3a.

With an excitation pulse of 200 nm (FWHM 3.5 nm), the
molecule can be excited to any of the 3p states in both NMI and
NMM when in the conformers discussed above. In NMM symme-
try restricts which vibronic transitions can occur, as the electronic
ground state is 11A′, implying that any transition to a 1A′′ state
requires the transition dipole moment to be perpendicular to the
plane of the molecule.

The fit of the decay from 3p to 3s was obtained by integrating,
and normalising the calibrated intensities between 0.5 and 1.0 eV
for NMI, and 0.5 and 0.9 eV for NMM. A larger integration range
was used for NMI as the 3p peak is more diffuse and is observed
over a greater range than in NMM. A fit for the trace that was
given from this was then obtained by the following function:

f (t) = A · e−
t

τIC ⊗g(t) (2)

Where τIC is the internal conversion time constant, A is the
signal amplitude, and g(t) is the instrument response function.
The oscillations in NMM were fitted separately by using the range
0.15 to 0.3 eV in the calibrated intensities to integrate over. The
time trace was then fitted using the same function as before, but
with the inclusion of an oscillating term:

f (t) = e
−t
τIC ·

[
A1 +A2 · cos

(
2πt
T

+φ

)]
(3)

On an initial examination, it seems reasonable to assume that
the driving force for any excited state dynamics present in these
molecules would be the amine umbrella mode simply based on
the optimised structures for the ground and excited states. How-
ever when examining the PES along this mode it becomes clear
that there is nothing to suggest ultrafast dynamics in either of
these molecules. This stands in contrast to the experimental find-
ing that both of the molecules studied relax from a 3p Rydberg
state to the 3s Rydberg state within a few hundred femtoseconds.

Table 2 shows the lifetimes of the 3p state, as well as the oscil-
lation periods for NMI and NMM. The 3p Rydberg state of NMI is
longer lived than that of NMM, indicating that internal conversion

(a)

(b)

Fig. 3 TRPEI spectrum of (a) NMI and (b) NMM, measured with a pump
wavelength of 200 nm and a probe wavelength of 400 nm. The small peak
at early times corresponds to an excitation to the n→3p manifold. After
internal conversion, the 3s state is populated (the peak at a lower kinetic
energy that extends beyond 2 ps.

is less efficient in NMI than in NMM. The lifetime for the NMM
3p state is 135 fs which agrees well with the reported lifetime of
106 fs11, when one takes into account the longer instrument re-
sponse time of c.a. 160 fs in the current experiment.

The observed oscillations can be seen in figure 5, and an os-
cillation period of 600 fs has been determined. This is in good
agreement with Zhang et al.11 who reported an oscillation pe-
riod of 630 fs.

The most striking observation is that there are no oscillations in
the NMI spectrum. Following Zhang et al.11 this suggests that the
difference in topology between the 3s and D0 surfaces is small.

As one can see in the difference plots in figure 6, the Rydberg
state PES is not identical to that of the ground state ion in NMI
or NMM. The figure shows a plot of the difference in energy be-
tween 3s and D0, following the amine wagging mode; neither
of these plots results in a flat line (or something close to that),
suggesting that the surfaces are not parallel. If the coherences
were preserved along the amine wagging mode in NMI, just as
it is in NMM, it should be possible to see oscillations in the sig-
nal, especially as the energy difference falls comfortably within
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Molecule Conformer Structure Relative Energy (eV) Electronic State 3px excitation energy (eV) Point group

NMM

Equatorial chair (a) 1. 0 11A′ 6.23 Cs
Axial chair (a) 2. 0.31 11A′ 5.51 Cs
Equatorial boat (a) 3. 0.35 11A 6.07 C1
Axial boat (a) 4. 0.42 11A 5.70 C1

NMI

Equatorial chair (b) 5. 0.01 11A 6.30 C1
Axial chair (b) 6. 0 11A 6.12 C1
Equatorial boat (b) 7. 0.27 11A 5.56 C1
Axial boat (b) 8. 0.28 11A 6.03 C1

Table 1 Relative energies of ground state minima in NMM and NMI. The energies for each regioisomer are reported respectively as relative to their
most stable conformer. The value in the "structure" column gives the reference for the corresponding representation in figure 1.

(a)

(b)

Fig. 4 Fits of the 3p to 3s decay in each system, where (a) shows NMI
and is a fit of the decay between 0.5 eV and 1 eV, and (b) shows NMM
where the decay has been fitted between 0.5 eV and 0.9 eV. Each graph
shows that as time progresses, the population of the 3p state (red) ex-
ponentially decays into the 3s state (green). The black curve shows the
fitted instrument response function.

the limits of the energy resolution of the detector. The fact that
no oscillatory motion is observed in the measured spectrum of
NMI indicates that the energy from the pump pulse likely spreads
through many modes, rather than being confined.

The diffuse nature of the initially prepared wavepacket that is
observed in the 3p peak for NMI, when compared to NMM, in
figure 3 shows that the molecule can be excited to a greater num-
ber of vibronic states in NMI. The longer lifetime is an indication
that the difference between the molecules is twofold - there are
fewer accessible vibronic states in NMM, and there is also a lesser
degree of coupling between the accessible states. This allows us
to see that the excited state dynamics in NMM are more ballistic
and directed as it moves towards the 3s state.

These experimental observations can be rationalised by using
theoretical data and group theory. NMI has C1 symmetry, and

Molecule τIC (fs) Oscillation period (fs)
NMM 135 600
NMI 312 -

Table 2 Fitted time constants

Fig. 5 Observed oscillations in NMM, where the blue points represent
measured data, and the red line is the fit (fit between 0.15 eV and 0.3 eV).

there are no possible conformers where it would have any other
higher-order symmetry. Therefore, there are no symmetry restric-
tions on which vibronic transitions are allowed. This explains why
a much more diffuse spectrum for NMI is observed, compared to
NMM, as the only limiting factor here is which states are ener-
getically available. This can be seen by expressing the transition
dipole moment dddn→n′ as

dddn→n′ = 〈Ψn|µµµ|Ψn′〉〈Θv|Θv′〉 (4)

where Ψn is the wavefunction of the initial electronic state, n, µµµ

is the dipole operator, Ψn′ is the wavefunction of final electronic
state, n′. Θv is the wavefunction of the initial vibrational state on
the electronic ground state, v, and Θv′ is the wavefunction of the
final vibrational state on the electronically excited state, v′. As can
be seen from this equation, in a C1 molecule, none of the vibronic
transitions can be necessarily excluded using symmetry, as the
only irreducible representation is A. However, the symmetry of
NMM causes it to differ quite significantly from NMI, in terms
of symmetry allowed transitions. The ground state minimum of
NMM is Cs, as are the global minima on the 3s and 3p Rydberg
states. The molecule has a mirror plane and therefore values for
the overlap integrals that are necessarily zero, so no transition to
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(a)

(b)

Fig. 6 Rydberg binding energy of the 3s Rydberg state of (a) NMM
and (b) NMI, following the amine wag. Calculated at the CAM-B3LYP/6-
311++G(d,p) level of theory.

between the corresponding states can occur.

3.2 Characterisation of the CI
Based on Fermi’s Golden Rule, equation 1, it would be expected
that a molecule with a greater density of vibronic states in the re-
ceiving electronic state would undergo internal conversion faster
than one with a lesser vibronic state density41. As there are no
symmetry restrictions for transitions between electronic states in
NMI, one could reasonably expect that this would naturally lead
to a faster rate of internal conversion, whilst there are symme-
try restrictions to which transitions between electronic states can
occur in NMM because only a′ vibrational modes can couple two
electronic states of 1A′ symmetry. However, it is clear that this is
not the case in NMI and NMM by the lifetimes in table 2. Addi-
tionally, it is important to consider the energy gap between the
two electronic states between which internal conversion is occur-
ring - as this also has an impact on the lifetime of the higher lying
state. At the Franck-Condon region, the energy gaps between the
3s and 3p states are 0.53 eV and 0.55 eV in NMM and NMI, respec-
tively. Whilst NMI does have a larger energy gap, the difference is
very small. It is not likely that an energy gap difference of 0.02 eV
would be responsible for an internal conversion process that is

three times slower.
Instead, the reason for the faster internal conversion in NMM

than in NMI is that there is a CI that is formed along the methyl
wagging and C-N stretching modes, connecting the 3p 1A′ to the
3s 1A′ states. The C-N stretch causes a significant Rydberg-valence
mixing, which allows the 3p states to cross the 3s state. This
Rydberg-valence mixing is demonstrated by an analysis of the
CASSCF orbitals at the intersection geometry. From figure 7 it
can be seen that the 3s Rydberg orbital becomes more localised
over the methyl group, from the more uniform dispersion it has in
the Franck-Condon region. It also acquires significant σ∗ charac-
ter, demonstrating the mixing. From a natural orbital analysis of
the CI geometry, the occupation of the 3s orbital shown in 7(b)
is 0.20, and the occupation of the σ∗ state 7(c) is 0.28.

Figure 8 shows the characterisation of the CI for the 3px →
3s transition. Both figure 8(a) and (b) were plotted using the
following equation:

EA(r,θ),EB(r,θ) = EX +δghr[σcos(θ −θs)±
√

1+∆ghcos(2θ)]

(5)
Where δgh describes the pitch of the intersection, ∆gh gives the

asymmetry, θs is defined as the direction in which the CI is tilted,
and σ is the relative tilt of the intersection with regards to the
branching plane. The energy EX is the energy of the intersection
geometry, and the energies EA and EB are the energies of the
upper and lower surfaces, respectively. The distance r and angle
θ are standard polar coordinates in the branching plane, where
the optimised geometry of the intersection point is the origin40.

Molecule Excited State State f f←i

NMM

3s 1A′ 0.0120
3px

1A′′ 0.0041
3py

1A′ 0.1159
3pz

1A′ 0.0318

NMI

3s 1A 0.0242
3px

1A 0.0329
3py

1A 0.0778
3pz

1A 0.0172

Table 3 Oscillator Strengths from the ground state to each of the four
lowest lying Rydberg states in both NMM and NMI.

We can see from figure 8 that the CI is characterised as sloped
bifurcating because the energy of the upper surface dips below the
intersection energy, and there are two directions by which there
is a negative gradient. In the 2D plot, figure 8(a), the branching
space is defined in terms of x̂ and ŷ. These are obtained by nor-
malising the usual branching space that a CI is described in, by
the following equations:

x̂ =
g̃√
g̃ · g̃

; ŷ =
h̃√
h̃ · h̃

(6)

Where g̃ and h̃ are the vectors that usually form the branching
space around a CI, as is outlined by Galván et al.40.

The displacement vectors in figure 8(a) demonstrate that the
branching vector ŷ follows the amine wagging motion, whilst fol-
lowing x̂ shows the C-N bond extension. It is evident that the
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(a) (b) (c)

Fig. 7 NMM orbitals calculated at the CASSCF(12,12)/aug-cc-pVTZ level of theory, shown here are (a) the 3s orbital as it appears at the Franck-Condon
region, (b) Rydberg-valence mixing of 3s and σ∗, shown by the significant distortion of the Rydberg orbital surrounding the methyl group, caused by
electron density with σ∗ character. (c) Shows the σ∗ orbital of the N−CH3 bond.

(a) (b)

Fig. 8 Characterisation of the conical intersection between the 3p and 3s states in NMM, calculated at the CASSCF(12,12)/aug-cc-pVTZ level. (a)
shows the local representation of the intersection in terms of the polar coordinates r and θ . The red circle shows the energy of the optimised intersection
geometry (EX ), the green circle shows how the average energy (EAB) of the upper and lower surfaces changes as a function of the vectors x̂ and ŷ,
which are themselves normalised vectors of the branching space vectors, g̃ and h̃, respectively. The inset chemical structures represent show porcupine
plots of the x̂ vector (right) and of the ŷ vector (left), (b) shows how the energy of the intersection changes depending on θ for a fixed value of r, EAB

shows the average energy of the upper and lower surfaces, whilst ∆EAB gives the difference in energy between the two.

system reaches the CI through a combination of the amine wag-
ging and methyl stretching modes. This supports the notion that
a CI is responsible for the 3p→3s ultrafast internal conversion
in NMM, and confirms the validity of the results of the TD-DFT
calculations.

3.3 Symmetry Analysis

Table 3 shows the oscillator strengths between the ground state
and Rydberg states for NMM and NMI, which are proportional to
the strength of the transition dipole moments. As discussed previ-
ously, the ground state symmetry of NMM is Cs with a molecular
electronic state symmetry of 1A′. The excited states of interest
are the 3s, 3px, 3py, and 3pz states where the coordinates are de-
fined as shown in figure 1. 3px has a molecular electronic state
symmetry of 1A′′, whilst the other three excited states of interest
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(a)

(b)

Fig. 9 Relaxed scan on the 3s surface of a CN stretching coordinate for
a) the methyl group in NMM, and b) the NC-4 stretch in NMI calculated
at the CAM-B3LYP/6-311++G(d,p) level of theory. The left black dotted
line on both graphics shows the Franck-Condon region and is coinciding
with the 3s minimum. Once the 3s minimum is reached, the linear axis
then scales linearly. The right black dotted line demonstrates the length
at which the CN bond has been distorted to the point where Rydberg-
valence interactions become significant. The electronic states in NMM
were assigned by examining the electronic state symmetry of each point
for each excited state.

are 1A′. This means that 3px will be significantly less populated
than 3py and 3pz, as the transition dipole moment for 3px ← S0

has only one non-zero component, µx, whilst the transition dipole
moment from a 1A′ state to another 1A′ state will have non-zero
components of both µy and µz. As is shown by the surfaces in
figure 9(a), the 3px and 3py states are very close in energy (with
a difference in excitation energy of 0.004 eV), and the fact that
there is no residual population observed in the TRPEI spectrum
in figure 3(b) indicates that any population in an electronic state
of 1A′′ likely collapses to 1A′. This is also indicated by a geometry
optimisation on each of the four Rydberg states, which results in
one geometry with Cs symmetry, and a molecular electronic state
symmetry of 1A′ on each of the four Rydberg states. There seems
to be a barrier on 3p states prior to entering the CI region of the
potential energy surface. This barrier is most likely a result of the
relaxation being on the 3s state which on the other hand means
that the 3p states are not showing the lowest energy paths.

Figure 10 shows the PES following a planarisation normal
mode in (a) NMM and (b) NMI. As one can see, the planarisation
in each molecule takes the excited state away from the Franck-
Condon region at 0◦ because the gradient leading to a more pla-
nar structure is negative. Despite this, it is also evident that there
are no conical intersections or avoided crossings found follow-
ing the potential energy surface along this vibrational mode, so
it cannot account for the ultrafast internal conversion alone even
though it is the path of steepest descent towards the excited state
minima.

The minimum energy structures in the 3s Rydberg states of
NMM and NMI are shown in figure 11. As the Rydberg states
are near parallel to each other in the absence of valence mixing,
the minima are very similar in the 3s state and each of the 3p
states. Figure 11, structure 10. shows the global minimum on
the 3s Rydberg state in NMM, which has Cs symmetry. Structure
9. relates to another minimum with C1 symmetry, the relation is
very similar to that on the ground state where boat-like structures
are connected as well. On the 3s surface, the energy gap between
these two minima is 0.1 eV, as the ground state symmetry is Cs,
and the 3s global minimum is also Cs, it is implied that NMM
never breaks symmetry throughout its dynamics. In the two NMI
structures, 11. and 12., the only minimum that is accessible under
normal conditions is structure 12. which is lower in energy and is
the excited state minimum that is located when starting from one
of the two chair conformers on the ground state, whereas struc-
ture 11. is reached when starting from a boat geometry. Both 11.
and 12. are very similar in energy, with 12. being slightly more
stable by 0.02 eV in the 3s state.

Because the initial 3p population rapidly becomes entirely 1A′,
and the symmetry of the 3s state whilst the molecule is in Cs

symmetry is also 1A′, only a′ normal modes can facilitate inter-
nal conversion. As there is a minimum of C1 symmetry on each
3p surface, as well as the 3s surface, it has to be considered
whether the system passes through this minimum; when the PES
for each Rydberg state is examined at the Franck-Condon region,
and following each of the 3N-6 normal modes, it is seen that the
modes along which there is a steep descent leading away from the
Franck-Condon region for each of the three 3p states are modes
pertaining to the planarisation of the nitrogen - mainly the wag-
ging motion of the methyl group, and the planarisation mode.
These have a′ symmetry and therefore cannot lead to the C1 mini-
mum, suggesting that this minimum is not relevant to the internal
conversion.

When investigating the N-Me bond stretch on the 3s surface, a
crossing was discovered between the 3py and 3s states in NMM
and an avoided crossing in NMI. The C-N stretching introduces
significant valence character that results in a CI with coupling to
the amine wagging motion and the N-Me stretching coordinate.
The progression that takes NMM through the CI is a non-ergodic
process, due to the symmetry restrictions upon both the opti-
cal transitions and any subsequent transitions between electronic
states. The path of steepest descent out of the Franck-Condon re-
gion follows the planarisation of the nitrogen atom along a 3p 1A′

surface, which then forms an accidental same-symmetry CI with
the 3s 1A′ surface. These modes pass through the Cs minimum,
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(a) (b)

Fig. 10 PES following a planarisation vibrational mode in (a) NMM and (b) NMI where 0◦ in both figures is the Franck-Condon region and a negative
change in the umbrella angle is moving towards a more planar amino group. Calculated at the CAM-B3LYP/6-311++G(d,p) level of theory.

Fig. 11 Structures and geometric data for the 3s Rydberg state for NMM
and NMI. As in figure 1, the umbrella angle gives the planarisation of
the nitrogen atom, where a value of 0◦ implies that the nitrogen centre is
completely planar.

though they are not able to take the system to the C1 minimum.
In NMI, however, this is not the case as there are no symme-
try restrictions on the system. This means that the system will
move around the PES ergodically, but still according to the path
of steepest descent, because there are no vibronic modes that are
necessarily excluded in the optical transition. In this way, there is
a clear rationalisation for the somewhat surprising behaviour of
a symmetric system decaying significantly faster than a system of
lower order symmetry.

The relaxed CN bond scans shown in figure 9 used TD-DFT
(CAM-B3LYP/6-311++G(d,p)). The structures were optimised
for the 3s Rydberg state, since its population is of interest here. In
NMM, Rydberg-valence mixing becomes important at 1.69 Å. Cs

symmetry is preserved throughout the entire scan, and the wag-
ging motion is shown to happen alongside the stretching motion,
as demonstrated by the inset structures in figure 9(a). The trans-
formation of these structures show how the molecule transforms
in the local representation of x̂ and ŷ in figure 8(a). The change

in the ONC(H3) angle from the 3s minimum to the point where
the Rydberg-valence interaction becomes noticeable is 10.2◦, af-
ter which point the lowest lying 3p surface becomes a repulsive
σ∗ surface. The energy of this point is 6.09 eV, which is accessible
when the system is excited with a 200 nm pulse. The other CN
stretches in NMM do not need to be considered, as these are a′′,
and therefore would not be able to couple the 3p and 3s surfaces.

For NMI, there are no symmetry restrictions on how the en-
ergy can disperse into the modes that would be available to cou-
ple the 3p manifold and the 3s Rydberg state alongside the CN
stretch, as the point group of NMI is always Cs so there is only
ever the single irreducible representation A. Accordingly, similar
behaviour is observed for each of the three possible CN stretches,
with the only differences being the barrier heights where the sur-
faces change from attractive to repulsive. It is also the case that
the N−CH3 stretch in NMI appears to form an avoided crossing,
rather than a CI - therefore differing from both NMM and the
other two CN stretches in NMI that do form CIs. For each of
the three stretches the distance where the Rydberg-valence mix-
ing becomes most important is always around 1.70 Å, although
the most energectically favourable stretch is the N−CH3 stretch,
for which the peak is 6.16 eV. Given that a 200 nm pulse corre-
sponds to c.a. 6.20 eV, the system is excited with enough energy
to reach this point. Interestingly, the scan of the N−CH3 bond in
NMI shows no dependence on the wagging motion corresponding
to the planarisation of the nitrogen centre, it only shows that the
methyl twisting motion, and a wagging motion in the plane of the
molecule, occur in concert with the stretching motion. This gives
us an indication as to why the internal conversion in NMI follows
a more statistical regime: the system explores the surface statis-
tically according to a path of steepest descent, as there are no
symmetry restrictions involved regarding the initial population of
the vibronic states. The most favourable motion that the system
initially follows is the planarisation because the minima on both
the 3s and 3p states have a planarised nitrogen. The planarisa-
tion of the nitrogen centre is the path of steepest descent out of
the Franck-Condon region, but for internal conversion to occur,
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more degrees of freedom have to be involved because the 3p and
3s surfaces do not couple when only following the planarisation of
either molecule. As there are symmetry restrictions to the initial
excitation in NMM, the system is confined within certain degrees
of freedom. The symmetry of NMM also means that only normal
modes of a certain symmetry can couple the 3p and 3s states. In
NMI, there are no such symmetry restrictions, therefore the sys-
tem is not confined to how it explores the 3p PES meaning that
it explores it statistically, which rationalises the Fermi behaviour
of NMI compared to the non Fermi behaviour of NMM because
Fermi’s Golden Rule only applies when the excited state dynam-
ics of a system are statistical. We cannot completely rule out that
part of reason for the slower dynamics in NMI is due to the fact
that symmetry does not allow for the formation of a CI but rather
an avoided crossing.

The difference in ergodicity between the NMM and NMI sys-
tems is further backed up by theoretical calculations of the Ryd-
berg binding energy as a function of the amine wagging motion in
both NMM and NMI they depend on the umbrella angle, indicat-
ing that one should be able to see oscillations in the time-resolved
spectra of both molecules. In fact, when following the Rydberg
binding energy as a function of any of the normal modes in either
system, it is seen that no motion has a zero gradient, indicating
that the Rydberg states are not identical to D0. The fact that this
is the case makes the absence of oscillations in the NMI spectrum
surprising.

In summary, the excited state dynamics in NMM result from
these symmetry effects because the transition from the 3p to the
3s state involves only a′ vibronic modes, mainly the amine wag-
ging motion, so the molecular motion is preserved in these oscil-
lations. In addition to this, the oscillations are preserved because
the global minimum on the 3s state - much like the 3p states - has
Cs symmetry, the electronic state of which is 1A′. Indeed, the C1

minimum is close in energy to the global minimum, however, the
system reaches the 3s state following a 1A′ electronic surface and
the C1 minimum has an electronic state of 1A. The only modes
that are able to couple these two surfaces are necessarily a′′ vibra-
tional modes, as these motions break the symmetry. But there can
be no crossing from 3p to 3s following a′′ normal modes as that
would result in an overlap integral between the 3p and 3s that
would be necessarily zero because both states that are coupling
are 1A′. While the 3px state is the lowest lying 3p Rydberg state
in the Franck-Condon region according to the TD-DFT calcula-
tions, the stationary point located on the lowest-lying 3p Rydberg
surface retains the Cs point group and has an electronic state sym-
metry of 1A′. Upon reflection on these inconsistencies, it appears
as though either this level of theory gets the state ordering of
the 3p Rydberg states qualitatively wrong at the Franck-Condon
region (regardless of the very good agreement with CASPT2 cal-
culations and experimental results), or that the initial population
is predominately prepared in the 3py,z states and the 3p state or-
dering changes at the slightest deformation, resulting in 3py be-
ing the lowest-lying 3p Rydberg state. As 3py has an electronic
state symmetry of 1A′, the 3s and 3p manifold are therefore al-
lowed to couple following symmetric a′ vibrational modes. One
indicator that the state ordering is incorrect is the fact that 3px

is the lowest-lying 3p Rydberg state only at initial excitation, af-
ter this single point 3py becomes the lowest-lying Rydberg state.
As of this moment, the early time dynamics in the 3p manifold
are still unclear, though the fact remains that the initial prepa-
ration of the excited state population is far more favourable in
electronic states with a symmetry of 1A′, and only symmetric vi-
brational modes are able to couple two electronic states of the
same symmetry, meaning that only a′ modes can take the NMI
3py,z population to the 3s state. The system therefore continues
to transform by the a′ normal modes after internal conversion, as
these are the only modes that are able to couple the two states.
The oscillations are preserved on 3s because these are the only
modes that are populated after internal conversion, meaning that
there is no population transfer into the a′′ modes. Given that the
a′′ modes would result in the NMM being taken to a minimum
that is higher-lying in energy than the Cs minimum, these oscil-
lations are observed in the NMM TRPEI spectrum in figure 3(b),
and disappear over time as the energy disperses throughout the
degrees of freedom in the molecule as it relaxes into the 3s Cs

global minimum.

4 Conclusions
Through combined experimental and computational results it is
demonstrated that there is a regioisomeric dependence on the
observation of preserved vibrational coherences. By changing the
ring position of the oxygen atom, symmetry is lost, which destroys
the vibrational coherence. Stationary points have been identi-
fied and characterised, giving greater insight into what is driving
ultrafast internal conversion. We have shed light on this strik-
ing phenomenon and an understanding of two isomeric systems
(NMM and NMI) has been built up to the point where it is shown
that, fundamentally, symmetry is a controlling factor. With con-
sideration of previous literature, it is not possible at this stage to
put forward an argument claiming that this is a general rule ap-
plicable to the excited state dynamics of the Rydberg states of all
tertiary aliphatic amines. However, the observations made and
subsequent analysis demonstrate that symmetry effects in large
systems can drastically affect the excited state dynamics.

The work presented here gives insight into designing molecules
to direct their excited state dynamics along certain degrees of
freedom. It is demonstrated that, by changing the symmetry of
these two systems, the excited state dynamics can be radically al-
tered. In NMM the entire excited state population is funnelled
from one state to another through very few degrees of freedom,
giving rise to coherent oscillations, whilst in NMI this behaviour is
completely nullified. Therefore, by paying attention to the sym-
metry of a system it might be possible to tune the excited state
dynamics of a molecule. This subtle control could be utilised in
the design of solar cells, for example, by designing a molecule in
such a way as to limit motions in normal modes that are able to
couple surfaces - increasing the lifetime of the excited state, and
therefore having the potential to increase the efficiency of energy
transfer.
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