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Rechargeable batteries that utilize divalent Mg ions as the charge carrier species can in principle
achieve substantially greater volumetric energy densities than conventional Li-ion batteries. One
significant impediment to the development of commercially viable Mg-ion batteries is the slow rate
of Mg ion diffusion through otherwise promising cathode materials. Accurate prediction of the
activation energies associated with this diffusion process using density functional theory (DFT) is
especially challenging due to self-interaction errors intrinsic to DFT that lead to over-delocalization
of the d-electrons. One effective but highly computationally demanding approach to reducing self-
interaction errors is the use of hybrid functionals, which incorporate a fraction of exact Hartree-
Fock exchange. In this work, we assess the effects of exact exchange on computed activation
energies for ion diffusion in one potential cathode material, α-MoO3. In contrast to previous
studies that primarily utilize non-hybrid functionals, we perform nudged elastic band calculations
in which the nuclear coordinates are fully converged using both hybrid functionals and k-point
sampling. It is found that while non-hybrid functionals indicate the existence of thermodynamically
accessible channels for bulk Mg ion diffusion in all three dimensions, hybrid functionals predict
that some of these channels are largely inaccessible under typical charge/discharge conditions.
Furthermore, it is demonstrated that certain commonly used approximations for incorporating the
effects of Hartree-Fock exchange are inadequate for this system, including DFT+U calculations
and the use of single-point hybrid calculations using atomic positions obtained using non-hybrid
functionals.

1 Introduction
The enduring search for improved rechargeable battery technol-
ogy has motivated interest in the development of batteries that
shuttle multivalent ions, rather than the monovalent Li+ ions ob-
served in commercially ubiquitous Li-ion batteries. Of particular
promise are magnesium-based batteries1,2, which can in princi-
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ple achieve volumetric energy densities substantially greater than
those of Li-ion batteries, while utilizing terrestrially abundant
magnesium instead of rarer and more expensive lithium3. Fur-
thermore, unlike lithium metal, magnesium metal batteries do
not exhibit significant dendritic growth at the anode and thus mit-
igate one of the primary safety concerns associated with lithium-
based batteries4.

A key challenge to the development of commercially viable Mg
batteries arises from the strong electrostatic interactions between
the ion and its surroundings, which tend to limit the rate of ion
shuttling throughout the charge/discharge cycle2,5. The devel-
opment of Mg-based energy storage technologies thus requires
identifying electrode materials that provide both sufficient energy
density and sufficient facile ionic diffusion in the bulk and across
interfaces at acceptable operating temperatures. Identification of
a cathode that meets these criteria has proven to be especially dif-
ficult, with numerous transition metal oxides and sulfides1,6–12

being among the materials that have been tested for this purpose.

One cathode material that is considered to be of particular in-
terest is α-MoO3

13–20, which has been investigated for possible
use in Mg-ion batteries that utilize nonaqueous13,15, ionic liq-
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uid15, or gel polymer electrolytes19. Using wet nonaqueous elec-
trolytes, α-MoO3 has yielded a cell voltage of approximately 1.7 V
and a reversible capacity of 210 mAh/g during slow galvanostatic
titration (0.3 A cm−2) over 10 cycles13. Despite these promising
results, α-MoO3 exhibits a charge/discharge hysteresis that is ap-
proximately 3-6 times larger than that observed in V2O5 thin film
electrodes13. This observation has been interpreted as indica-
tive of extremely slow intercalation kinetics resulting from strong
electrostatic interactions between the Mg ions and the metal ox-
ide structure13, although the detailed thermodynamics of Mg ion
diffusion in α-MoO3 remains a subject of investigation21.

Computational efforts using density functional theory (DFT)
have identified several of the diffusive channels that control the
rate of diffusion through the bulk material21. Because of the well-
known challenges associated with the application of semi-local
DFT functionals to compute the electronic structure of transition
metal materials, these previous efforts incorporated a Hubbard U
for the calculation of single-point energies. Using a PBE+U ap-
proach, it was found that all activation barriers associated with
Mg diffusion through these channels are within the range of 0.6-
1.1 eV, suggesting that Mg diffusion should be observed in all
three dimensions through the bulk material21.

The commonly used local and semi-local DFT functionals strug-
gle to accurately treat electrons from the 3d series and be-
yond22–27 due to self-interaction error and over-delocalization
of the d electrons. It is thus an important question whether lo-
cal or semi-local DFT approaches can reliably represent the lo-
calized Mo 4d electrons in α-MoO3 and the potentially varied
oxidation state of these atoms during ionic diffusion. Although
the application of a Hubbard U term can mitigate some of the
failures of semi-local DFT, the optimal choice of Hubbard U for
each species is unclear, and numerous values have been used in
the literature22,24. A more reliable method for correcting self-
interaction errors is the use of hybrid functionals; regardless of
this, the application of hybrid functionals is highly computation-
ally demanding, resulting in many studies that utilize non-hybrid
functionals9,10,21,28–42, and far fewer that incorporate the use of
hybrid functionals43–47.

In this paper we investigate the pathway and energy barriers
for Mg ion diffusion in bulk α-MoO3 using hybrid DFT function-
als. It is expected that hybrid functionals should yield a more ac-
curate treatment of the localized Mo d electrons, providing both
an improved understanding of Mg ion diffusion in α-MoO3 and an
opportunity to compare the results of semi-local and hybrid func-
tionals for this system. Although previous studies of condensed-
phase systems have incorporated the use of hybrid functionals for
single-point calculations48–54 and geometry optimizations55–58,
utilization of hybrid functionals in complex calculations remains
computationally demanding. Despite this challenge, we present
the results of nudged elastic band (NEB) calculations in which
the nuclear coordinates are fully relaxed using hybrid function-
als. This is accomplished through the use of recent improvements
to the implementation59 and methodology60 of hybrid DFT cal-
culations in the Quantum ESPRESSO code.61

2 Methods
The primary computational method used in this paper is DFT.
Although DFT is formally exact, practical calculations require
the use of approximate formulations of the exchange-correlation
functional. Local and semi-local functionals are among the most
commonly used functional forms for solid-state calculations, but
suffer from the limitations previously described. These limitations
can be partially corrected by replacing the approximate exchange-
correlation functional with a hybrid exchange-correlation func-
tional,

vhybrid
xc

[
{ψ j};r

]
= vc [ρ;r]+vLR

x [ρ;r]+(1−α)vSR
x [ρ;r]+αK̂

[
{ψ j};r

]
.

(1)
where vc [ρ;r] is the correlation functional, vLR

x [ρ;r] is the long-
range component of the exchange functional, vSR

x [ρ;r] is the
short-range component of the exchange functional, K̂

[
{ψ j};r

]
is

the exact (Hartree-Fock) exchange, and α is the fraction of exact
exchange used. Among other advantages, hybrid functionals tend
to significantly reduce the magnitude of self-interaction error.

Evaluation of the exact exchange requires the calculation of a
large number of integrals,

(K̂
[
{ψ j};r

]
ψi)(r) =−

nocc

∑
j=1

[
ψ j(r)

∫
ψ∗j (r

′)ψi(r′)

|r′− r|
dr′
]
, (2)

which is the most computationally demanding component of a
typical hybrid DFT calculation. This high expense has resulted in
only limited application of hybrid functionals to complex many-
atom problems, although a number of methods have been de-
veloped with the intention of mitigating the computational cost
associated with the use of hybrid functionals62–65. In this paper
we make use of two technical improvements to their utilization:
an improved parallel implementation of Eqn. 2 in the Quantum
ESPRESSO code59 and the adaptively compressed exchange op-
erator algorithm60 which requires fewer evaluations of the ex-
act exchange integrals during the DFT calculation. These two
improvements enable an approximately order of magnitude im-
provement in time to solution for the calculations presented in
this paper.

Numerous less computationally demanding approaches have
been developed for improving upon local and semi-local
DFT66–69, with the DFT+U method being especially popular70.
This approach introduces an additional term in the energy ex-
pression,

EDFT+U = EDFT +
U− J

2 ∑
σ

Tr [ρσ −ρ
σ

ρ
σ ] (3)

where σ labels the spin, ρσ is the spin-dependent on-site density
matrix, and U and J are parameters introduced by the Hubbard
model. This term can improve the treatment of the d electrons,
but at the expense of introducing the unknown parameter Ueff =

U − J. These parameters are in principle site-dependent, but are
commonly assigned on a per-species basis only.

In the remainder of this paper, we compare and analyze activa-
tion barriers for Mg-ion diffusion obtained using semi-local DFT,
hybrid DFT, and the DFT+U method. All calculations throughout
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the paper are performed using a 3× 1× 3 α-MoO3 supercell, a
2× 2× 2 k-point grid, an energy cutoff of 80 Ry for the genera-
tion of the plane wave basis set, a cutoff of 90 Ry for the evalua-
tion of the exact exchange operator, and with gaussian smearing
of 0.0025 Ry for the Brillouin-zone integration. All calculations
use a fixed cell dimension of 11.793 Å × 13.935 Å × 11.126 Å,
which was obtained from previous calculations using the van der
Waals (vdW) corrected optB86b-vdW functional21. Note that as
emphasized in Ref. 21, a vdW corrected functional is necessary
for accurate prediction of the interlayer spacing in α-MoO3. For
a fixed cell dimension, the use of a vdW correction is not ob-
served to significantly affect the accuracy of computed activation
barriers of Mg ion diffusion; the differences in activation energies
obtained using PBE and optB86b-vdW functionals are found to be
within 50 meV. All calculations are performed using the NERSC
Cori Phase II system71.

3 Results

3.1 Analysis of an α-MoO3 supercell

Fig. 1(a) compares the electron density of an α-MoO3 supercell
obtained using the semi-local PBE functional72 versus the hybrid
HSE functional73. In order to allow for straightforward compar-
ison of the densities, both the PBE and HSE results are obtained
using a PBE-optimized nuclear geometry; throughout this paper,
we use the notation HSE//PBE to indicate a single-point HSE cal-
culation that is performed using a PBE-relaxed geometry. The
results in Fig. 1 are obtained using Schlipf-Gygi norm-conserving
pseudopotentials74,75. Relative to PBE, the HSE//PBE results can
be seen to increase the electron density in the vicinity of the oxy-
gen nuclei, while decreasing the electron density in the vicinity
of the molybdenum nuclei. This shift in electron density corre-
sponds to an increase in the ionic character of the Mo-O bonds,
which is consistent with the tendency of hybrid functionals to
yield bonds that are more ionic than those obtained using GGA
functionals76–78.

Fig. 1(b) provides a more quantitative description of the shift
in electron density caused by the introduction of exact exchange.
The figure provides the total integrated charge difference within
a sphere centered on various atoms and for spheres of varying ra-
dius R. The pristine α-MoO3 system includes three symmetrically
distinct oxygen atoms, which we denote as O(1), O(2) and O(3),
corresponding to Wyckoff positions of (0.0362, 0.2257, 0.25),
(0.5228, 0.0880, 0.25), and (0.5003, 0.4340, 0.25), respectively.
Each type of oxygen atom, in addition to the molybdenum atoms
and the magnesium ion, exhibits an extremum at approximately
R=1.0-1.2 Å, the magnitude of which we interpret as a rough esti-
mate of the difference between the PBE and HSE atomic charges.
Using this estimate, the HSE//PBE charges of the O(1), O(2), and
O(3) nuclei are 0.029, 0.040, and 0.052 electrons higher than the
PBE charges, respectively. Conversely, the charge on the molyb-
denum is approximately 0.104 electrons lower when using exact
exchange. For systems that include a Mg within the α-MoO3 su-
percell, a relatively small difference of 0.012 electrons is observed
between the HSE//PBE and PBE charges on the Mg, consistent
with the ionic nature of this atom and the lack of an energeti-

Table 1 Activation barriers (forward / reverse), calculated using the PBE,
PBE0, and HSE functionals and reported in eV

PBE PBE0 HSE
Path 1 0.85 / 0.71 0.74 / 0.64 0.73 / 0.64
Path 2 0.92 / 0.79 1.57 / 1.48 1.53 / 1.44
Path 3 0.80 / 0.80 1.38 / 1.38 1.39 / 1.39

cally accessible atomic Mg 3s state for hybridization with nearby
oxygen anions.

3.2 Analysis of Mg-ion diffusion paths
Fig. 2(a) illustrates three paths for Mg-ion diffusion that have
been previously identified21. Paths 1 and 2 correspond to Mg
diffusion within the interlayer gap between the MoO3 bilayers,
while Path 3 corresponds to intralayer diffusion. In order to bet-
ter understand the energetics of Mg ion diffusion in α-MoO3, NEB
calculations are performed on each pathway using the semi-local
PBE functional and the hybrid PBE079,80 and HSE functionals.
For each of these NEB calculations, the nuclear coordinates are
fully relaxed using the corresponding functional. The results of
the NEB calculations are provided in Fig. 2(b), and the corre-
sponding activation barriers are listed in Table 1. When the semi-
local PBE functional is used, all activation barriers are found to
be in the range of approximately 0.7-0.9 eV, with the largest bar-
rier corresponding to the forward reaction of Path 2. These re-
sults are consistent with previous calculations performed using
the non-hybrid optB86b-vdW functional21. The use of the hy-
brid functionals yields results that are substantially different from
those of the PBE functional. Relative to the PBE results, the HSE
functional produces an activation barrier for Path 1 that is ap-
proximately 0.1 eV lower, and activation barriers for Paths 2 and
3 that are approximately 0.6 eV higher. Consequently, the HSE
activation barrier for Paths 2 and 3 is roughly double that of Path
1. The PBE0 and HSE functionals produce very similar activa-
tion barriers, with an agreement of better than 0.05 eV in every
case. It thus appears that the activation barriers are largely insen-
sitive to local components of the exchange-correlation functional,
as well as to the use of range-correction in the representation of
exchange. We conclude that the large difference between the PBE
results and the HSE results is primarily a consequence of the in-
clusion of exact exchange.

Fig. 3(a) shows an additional path, denoted Path 2b, which
has reactant and product states that are symmetrically identical
to those of Path 2; however, because of the asymmetry of the
Mo-O(2) bonds, the activation barrier of Path 2b is different from
that of Path 2. Fig. 3(b) shows the results of NEB calculations of
Path 2b. Interestingly, the PBE and HSE functionals qualitatively
disagree regarding the relative activation barriers of Paths 2 and
2b. Using the PBE functional, the activation barrier of Path 2b
is found to be 0.13 eV higher than that of Path 2, while the HSE
functional indicates that the activation barrier of Path 2b is 0.12
eV lower than that of Path 2.

Fig. 4 demonstrates the importance of relaxing the nuclear ge-
ometry using a hybrid functional, rather than performing single-
point hybrid calculations that use geometries obtained with a
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Fig. 1 (a) Comparison of the PBE and HSE//PBE electronic densities. The difference between the PBE and HSE//PBE densities is shown by an
isosurface of +/- 0.002. The isosurface is colored blue where the HSE//PBE density is higher and red where the HSE//PBE density is lower.
Molybdenum atoms are colored white, while oxygen atoms are colored red. (b) Electronic density difference between PBE and HSE//PBE
calculations, integrated within a sphere of radius R around nuclei of the indicated types, with positive values indicating a higher HSE density. Results
are provided for each of the three symmetrically distinct oxygen nuclei (O(1), O(2), and O(3)), a molybdenum nucleus (Mo), and a magnesium nucleus
(Mg). The magnesium results are obtained from a configuration corresponding to the reactant state of Path 1 (see Fig. 2(a)); all other results are
obtained using a PBE-optimized supercell that does not contain any Mg nuclei.

semi-local functional. The black solid curves in Fig. 4 show
the result of performing single-point HSE calculations on each
of the images obtained from a PBE NEB calculation, which we
denote as HSE//PBE NEB calculations. Compared to the fully-
relaxed HSE NEB calculations (shown by the blue dotted curves),
the HSE//PBE NEB results exhibit a significantly lower energy for
the product state of Paths 1 and 2 and for the transition state of
Paths 2 and 3. These results indicate that the popular approach
of performing single-point hybrid DFT calculations using geome-
tries obtained with non-hybrid functionals is not suitable for this
system.

In order to more precisely identify which nuclei must be relaxed
for an accurate treatment of this system, additional single-point
HSE calculations are performed using nuclear configurations ob-
tained by combining the lattice geometry from the PBE NEB cal-
culations with the Mg2+ ion position from the HSE NEB calcula-
tions. As shown by the brown dashed curves in Fig. 4, the results
of these calculations are consistently slightly worse than the re-
sults of the HSE//PBE calculations. Conversely, another set of
HSE calculations are performed using configurations obtained by
combining the lattice geometry from the HSE NEB calculations
with the Mg2+ ion position from the PBE NEB calculations. As
shown by the purple dashed-dotted curves in Fig. 4, the results of
these calculations more closely agree with the fully-relaxed HSE
NEB calculations. From this observation, we conclude that HSE-
level relaxation of the α-MoO3 lattice is essential for an accurate
understanding of the energetics of Mg-ion diffusion in this mate-
rial.

We now examine the extent to which the large differences
between the PBE and HSE energies in Fig. 2(b) and Fig.
3(b) are sensitive to the choice of pseudopotential. Fig. 5(a)
presents the results of PBE (black solid curve) and HSE (blue

dotted curve) NEB calculations that are identical to those of Fig.
2(b), except that instead of using Schlipf-Gygi pseudopotentials
we use norm-conserving Martins-Troullier type pseudopotentials
from the Abinit pseudopotential database81, generated using the
fhi98PP code82. Consistent with the results in Fig. 2(b), the re-
sults in Fig. 5(a) show that relative to PBE, the HSE functional
yields a lower activation barrier for Path 1 and a higher activation
barrier for Paths 2 and 3. Additionally, the HSE forward reaction
energy of Paths 1 and 2 is approximately 0.2 eV lower than the
corresponding PBE reaction energy, which is a somewhat larger
difference than was observed when using the Schlipf-Gygi pseu-
dopotentials. Overall, we find that the effects of introducing hy-
brid exchange are robust with respect to the choice of pseudopo-
tential. Further work may investigate the use of pseudopotentials
developed specifically for hybrid functional calculations83.

3.3 Comparison of GGA+U with hybrid DFT

The dashed orange and dashed-dotted green curves in Fig. 5(a)
demonstrate that the inclusion of Hubbard U terms does not pro-
vide a straightforward approach to improving the accuracy of
semi-local functionals for this system. These curves show the re-
sults of PBE NEB calculations that employ a Hubbard U of 4.0 eV
that is either applied to only the molybdenum nuclei (dashed red
curves) or to both the molybdenum and oxygen nuclei (dotted
blue curves). Previous work has identified a molybdenum Hub-
bard U of approximately 4.0 eV as being optimal for reproduc-
ing the Mg intercalation voltage in α-MoO3 and for reproducing
the reaction enthalpies of various Mo compounds21,22. Fig. 5(a)
shows that when the Hubbard U is applied only to the molybde-
num nuclei, the results are largely unaffected, except that the en-
ergies of all configurations along Path 3 are somewhat increased
relative to the other configurations. Application of a Hubbard U
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Fig. 2 (a) Three possible paths for Mg diffusion in the α-MoO3 lattice.
Molybdenum atoms are colored white, while oxygen atoms are colored
red. The Mg-ion diffusion pathways are indicated by the blue spheres.
The arrows next to each diffusion pathway indicate the direction that this
work classifies as the forward diffusion process. (b) Energy profiles of
each different path, obtained from NEB calculations using the PBE,
PBE0, and HSE functionals.

to both the molybdenum and oxygen nuclei produces more pro-
nounced effects, but does not systematically improve the agree-
ment with the HSE results; in particular, the reaction energies of
Paths 1 and 2, as well as the forward activation barrier of Path 1
are in poorer agreement with the corresponding HSE values.

Because of ambiguities in the proper method for selecting the
value of the Hubbard U 24, we now examine the effects of ap-
plying different values of the Hubbard U to the oxygen nuclei.
Figure 5(b) shows the difference between the PBE+U and HSE
electronic densities of an α-MoO3 supercell, as a function of the
value of the Hubbard U that is applied to the oxygen nuclei, UO.
Specifically, we compute

〈 |ρPBE+U−ρHSE| 〉=
1
N

∫
cell

[|ρPBE+U(r)−ρHSE(r)|]dr (4)

where ρ is the electronic density, N is the number of electrons,
and the integration is performed over the entire supercell. Both
ρPBE+U and ρHSE are obtained using nuclear coordinates that are

Fig. 3 (a) An additional path, not shown in Fig. 2, that has starting and
ending points that are symmetrically identical to those of Path 2, but
having a different activation barrier. The structure of the α-MoO3 lattice
depicted in the image corresponds to the reactant state of Paths 2 and
2b. (b) Comparison of the energy profile of Path 2 (solid black curve)
with Path 2b (red dashed curve) using both the PBE and HSE
functionals.

relaxed at the PBE level of theory. The results in Fig. 5(b) show
that the difference between the PBE+U and HSE electronic den-
sities is minimized at approximately UO = 4.0 eV, with nearly a
twofold improvement compared to UO = 0.0 eV. Values of UO = 8.0
eV or greater are found to produce results of decreasing agree-
ment with HSE.

We note that by itself, Fig. 5(b) might be interpreted as suggest-
ing that the use of UO = 4.0 eV could improve the results of PBE
calculations involving this system. This conclusion would unfor-
tunately be inaccurate in view of the PBE+U results in Fig. 5(a).
Furthermore, Fig. 5(c) shows that the errors in the PBE+U re-
action energy of Path 1 monotonically increase with the addition
of a UO in the range of 0.0-16.0 eV. It is thus clear that values of
UO that yield improved representations of the electronic density
distribution do not necessarily lead to improvements in the nu-
clear potential energy surface of Mg diffusion in α-MoO3. From
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Fig. 4 The blue dotted curves provide the HSE NEB energies (identical
to the blue dotted curves in Fig. 2(b)), while the black solid curves
provide the single-point HSE energies of the PBE NEB images. The
brown dashed curves provide the single-point HSE energies of
configurations obtained by combining the lattice geometry from the PBE
NEB calculations with the Mg2+ ion position from the HSE NEB
calculations. The purple dashed-dotted curves provide the single-point
HSE energies of configurations obtained by combining the lattice
geometry from the HSE NEB calculations with the Mg2+ ion position
from the PBE NEB calculations. Each curve is shifted to zero at the first
image of Path 1.

this observation, we conclude that the PBE+U approach is not
capable of reasonably approximating the results of hybrid func-
tionals for this system, even if special effort is made to identify
the optimal Hubbard U parameters.

4 Conclusions
We have evaluated the energetics of Mg ion diffusion in α-MoO3

using computationally demanding hybrid functionals. Of the
three diffusive paths considered in this paper, hybrid function-
als predict that two are largely thermodynamically inaccessible,
suggesting that diffusion of Mg ions through the bulk material
should be negligible over the course of a typical charge/discharge
cycle in an Mg-ion battery. This contrasts with the results of the
semi-local PBE functional, which yields significantly smaller en-
ergy barriers for bulk diffusion. Moreover, inclusion of a Hubbard
U parameter in the semi-local calculations does not improve the
agreement between the semi-local and hybrid results.

Our observations are consistent with the results of numerous
prior studies on the importance of exact exchange in the treat-
ment of localized d electrons in transition metal oxides.22–27

These studies have compellingly established the limitations of
GGA functionals in accurately representing equilibrium proper-
ties, such as bond lengths, lattice constants, and band gaps. Less
thoroughly studied has been the effect of hybrid DFT on simulated
reaction paths and activation barriers. By performing highly com-
putationally demanding NEB calculations in which the nuclear
coordinates are relaxed using hybrid DFT, we have demonstrated
the inadequacy of the GGA and GGA+U approaches for investi-
gation of Mg ion diffusion in α-MoO3. In particular, the intro-
duction of a single Hubbard U for the oxygen nuclei is not in-

dependently sufficient to improve the computed potential energy
surface. It is possible that more complex approaches, such as the
use of different values of the Hubbard U for each oxygen type or
the DFT+U+J method84 are capable of greater accuracy, but at
the expense of a larger number of tunable parameters. Moreover,
we find that attempts to avoid the computational cost of fully-
relaxed HSE calculations by instead performing HSE//PBE cal-
culations lead to results that are largely inferior to those of PBE
calculations. Accurate simulation of Mg ion diffusion in α-MoO3

thus necessitates the use of hybrid functionals both for relaxation
of the nuclear coordinates and for evaluation of the electronic
density distribution.

Similar studies on other metal oxides and related systems will
be necessary to evaluate the full scope of these conclusions, al-
though the fundamental nature of the approximations inherent
to GGA and GGA+U suggests the likelihood that this scope is
broad. This work may be interpreted as a cautionary example
of the crucial necessity for validating the applicability of semi-
local functionals prior to their utilization. Further progress in the
simulation of ion diffusion in transition-metal oxides will require
careful attention to the treatment of exchange, with a combina-
tion of methodological improvements and algorithmic advances
being essential for enabling more wide-spread application of hy-
brid functionals.
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