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Abstract:
The electronic spectrum of thiophenol was simulated by a normal-mode sampling approach 
combined with TDDFT in the Tamm-Dancoff approximation (TDA). The vertical excitation 
energies were compared with electronic structure calculations by completely renormalized 
equation-of-motion coupled cluster theory with single and double excitations and noniterative 
inclusion of connected triples (CR-EOM-CCSD(T)) and by multi-reference perturbation theory. 
The spectrum was computed both with and without solvation effects, and these spectra are 
compared to each other and to experiment. Using multireference-perturbation-theory adiabatic 
wave functions and model-space diabatization by the fourfold way, diabatic potential energy 
surfaces of the lowest three singlet states (1ππ, 1ππ*, and 1nπσ*) were constructed along the S−H 
stretching coordinate, the C−C−S−H torsion coordinate, and the v16a and v16b normal coordinates. 
The first two of these two are primary coordinates for the photodissociation, and the diabatic 
crossing seams of the three states were calculated and plotted as functions of the two coordinates. 
The other two coordinates are out-of-plane ring distortion modes studied to assess the extent of 
their role in coupling the states near the first conical intersection, and the v16a mode was shown to 
be an important coupling mode there. The current study is the first step toward a detailed 
mechanistic analysis of the photoinduced S-H fission process of thiophenol, a test system to 
understand 1nπσ*-mediated reactions, at the same time already providing a better understanding 
of the thiophenol electronic excitations by clarifying the assignment of the experimental results.
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1. Introduction

Sobolewski, Domcke, and coworkers1,2,3,4 showed that the optically dark and repulsive 

excited singlet states of 1nπσ* character, which can intersect with bound 1ππ* states and the 

ground states, play a pivotal role in photoinduced hydrogen detachment processes for a variety of 

molecules. As reviewed by Ashfold and coworkers, these states have now been widely studied 

because of their prominence in many photodissociation processes, especially those of biological 

importance.5,6 The photoinduced S−H fission process in thiophenol (C6H5SH) can serve as a test 

system to understand such 1nπσ*-mediated reactions.

Photodissociation of thiophenol produces thiophenoxyl radicals in two close-lying states, 

namely the ground state, 2B1, and the first excited state, 2B2. These two states differ in the X A

orbital orientation of the singly occupied molecular orbital (SOMO) with respect to the aromatic 

ring. Kim, Lee, and coworkers7,8,9 measured the relative yields of these states by velocity map 

ion imaging experiments with thiophenol-d1 (C6H5SD) pumped at 266, 243, and 224 nm (4.66, 

5.10, and 5.54 eV). Although, extensive experimental and theoretical work has been reported on 

the photoinduced dissociation dynamics of thiophenol and its 

derivatives,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23 detailed reaction mechanisms in terms of the 

intermediate states are yet to be fully developed. 

A detailed mechanistic study of the photoinduced S−H fission process requires 

nonadiabatic dynamics simulations governed by reliable potential energy surfaces (PESs) and 

their couplings. Understanding the excitations and validating the methods used to calculate them 

is the first step toward a dynamics simulation of the photodissociation. The ultraviolet (UV) 

absorption spectrum of thiophenol, taken in n-hexane,8,9 has a strong peak at around 234 nm 

(5.30 eV). In order to have a better understanding of the excitations that contribute to the 

spectrum, we have simulated the spectrum using the normal-mode sampling strategy that has 

previously been used successfully for the study of thioanisole.24

To proceed toward dynamics, one must consider not just vertical excitations but also global 

potential energy surfaces and couplings. We study these here by working out the nature of the 
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underlying diabatic states. Breakdown of the Born-Oppenheimer (BO) approximation25 couples 

the electronic and nuclear motion during photodissociation and leads to nonadiabatic transitions. 

Along paths near seams of conical intersections, the adiabatic energy gap (difference in energy 

of two adiabatic electronic states) goes through a local minimum (called a locally avoided 

crossing),26 and the adiabatic electronic states change their character rapidly; nonadiabatic 

transitions often occur in such seam neighborhoods.27 The process can often be understood more 

easily by using diabatic electronic states that change smoothly and cross in such regions.28,29,30 

Furthermore, the state couplings in the Born-Oppenheimer adiabatic representation are vectors 

with singularities at conical intersections and unphysical behavior in some dissociation limits,31 

which can make them inconvenient for dynamics simulations, whereas the couplings in the 

diabatic representation are smooth scalars, and the flexibility of diabatic representations32 can be 

used to make the couplings physical in asymptotic regions. (The diabatic potential energy 

surfaces are the diagonal elements of the Hamiltonian in the diabatic representation, and the 

diabatic couplings are the scalar off-diagonal elements of the Hamiltonian in the diabatic 

representation.) Therefore, we will study diabatic representations as the next step in exploring 

the mechanism. 

Diabatic representations are not unique, and there is great flexibility in finding suitable 

ones, with the main criterion being that the electronic wave functions and diabatic matrix 

elements are smooth functions of internuclear distance.32 In many cases the diabatic states have 

simple interpretations in valence bond language.29,31,33,34,35,36,37,38,39 In the present study, we 

calculate the diabatic states using the fourfold way40,41,42,43 starting with complete-active-space 

self-consistent-field44,45 (CASSCF) adiabatic wave functions and using a model space 

diabatization scheme46 to get more accurate diabatic potentials and couplings by (extended) 

multi-configuration quasi-degenerate perturbation theory47,48,49 ((X)MC-QDPT). 

For the adiabatic states of thiophenol we consider the ground state (S0) and the first three 

excited singlet states (S1, S2, and S3). We also consider the two lowest adiabatic states of 

thiophenoxyl radical (D0 and D1). We study the diabatic potentials as functions of four 
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coordinates. First the dissociative S−H distance R and the C−C−S−H torsion angle ϕ were 

singled out as primary coordinates, as in an earlier study of the diabatic potentials of phenol50 

using the anchor points reactive potential51 (APRP) method. Second we studied two out-of-plane 

ring distortion modes, in particular normal coordinates v16a and v16b (labeled according to ref. 

52), which are out-of-plane ring distortion modes.

2．Computational methods

2.1 Adiabatic calculations

We used both Kohn-Sham density functional theory (KS-DFT) and wave function theory 

(WFT) in the present study. For DFT we employed – at various places along the way – five 

exchange-correlation functionals: M06-2X,53 τ-HCTHhyb,54 M06-L,55 MN15,56 and 

B3LYP.57,58,59,60 Four basis sets were employed, in particular, minimally augmented-multiply 

polarized valence triple zeta (MG3S),61 augmented correlation-consistent polarized valence 

triple zeta (aug-cc-pVTZ),62,63 aug-cc-pVTZ with an additional tight d function for sulfur atom 

(aug-cc-pV(T+d)Z),64 and the Karlsruhe triple zeta valence polarized basis set (def-TZVP)65.

The S0 equilibrium geometry of thiophenol and the D0 equilibrium geometry of 

thiophenoxyl radical were optimized by M06-2X/aug-cc-pVTZ. We studied the vertical 

excitation energies and the S−H bond dissociation energy with these ground-state geometries 

except where specified otherwise. The methods used for vertical excitation energy are (i) 

linear-response time-dependent density functional theory (TDDFT)66 with MN15 and B3LYP 

and TDDFT using the Tamm-Dancoff approximation67,68,69 (TDA-TDDFT) with τ-HCTHhyb; 

(ii) multi-configurational quasi-degenerate perturbation theory47,48 (MC-QDPT) and its extended 

version49 (XMC-QDPT); (iii) equation-of-motion coupled cluster theory with singles and 

doubles70,71 (EOM-CCSD), and (iv) completely-renormalized equation-of-motion coupled 

cluster theory with singles, doubles, and non-iterative connected triples72,73 

(CR-EOM-CCSD(T)). 

CASSCF calculations (or, more generally, multi-configurational self-consistent field 
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(MCSCF) calculations) include static correlation and inevitably also some dynamic correlation; 

the remainder of the dynamic correlation is called74 external correlation. To include external 

correlation, both MC-QDPT and XMC-QDPT calculations (denoted as QDPT when we are 

referring to both kinds of calculation) were performed based on a state-averaged CASSCF44,45 

reference states, which are averaged over three states or four states and which include 12 active 

electrons and 11 active orbitals; the notation for these calculations is SA(3)-CASSCF or 

SA(4)-CASSCF. The active orbitals from such a calculation are shown in Fig. 1. QDPT 

calculations based on SA(3)-CASSCF have a three-state model space and are denoted as 

QDPT(3); QDPT calculations based on SA(4)-CASSCF have a four-state model space and are 

denoted as QDPT(4).

Solvent effects were considered by applying the SMD model75 for solvent radii and using 

the integral equation formalism76,77 to solve the nonhomogeneous-dielectric Poisson equation 

for the electrostatics. Solvent effects on excitation energies were treated using the excited-state 

relaxed density matrix and the state-specific corrected linear response (cLR) approximation.78 

For the purpose of geometry optimization and zero-point energy calculations, we also 

performed state-specific versions of CASSCF, again with 12 electrons in 11 orbitals; these are 

denoted as SS. The adiabatic excitation energy for the S1  S0  excitation is calculated with the 

following formula:24

E S1  S0  Ve S1   ZPE S1  Ve S0   ZPE S0  (1)

where Ve (Si) (i = 0, 1) is the electronic energy of the Si state calculated by XMC-QDPT/MG3S 

at the Si minimum geometry optimized by SS/MG3S, and ZPE(Si) is the zero-point energy of Si 

calculated by SS/MG3S.

2.2 Simulation of electronic absorption spectrum

The absorption spectrum of thiophenol has been simulated following the same strategy as 

used previously24 for the study of thioanisole, in particular by averaging over a number of 

geometries generated according to the ground-state vibrational distribution. This involves four 
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steps. First, we optimized the ground-state geometry of thiophenol and performed normal mode 

analysis by M06-L/def-TZVP in the gas phase. Then 200 geometries were sampled with the 

ground-state harmonic oscillator distribution along each Cartesian normal coordinate. Third, the 

vertical excitation energies and oscillator strengths of the four lowest excited states were 

calculated for each sampled geometry using TDA-τ-HCTHhyb/def-TZVP/SMD/cLR, and both 

the gas-phase and solvent-phase results were used to generate spectra by applying Gaussian 

broadening with a 0.2 eV half width at half maximum (HWHM). Finally, spectra were averaged 

over the ensemble of 200 geometries.

2.3 Fourfold way and model space diabatization

In a recent study, reduced-dimensionality diabatic potential energy surfaces have been 

obtained22,23 for thiophenol using the linear-vibronic coupling model,79,80 which is designed to 

remove only the singular couplings at or near conical intersections by using information only 

about the adiabatic potentials. In the present study we apply the fourfold way, which is designed 

to yield globally valid diabatizations by using information about the orbitals and configuration 

state functions (CSFs) as well as the adiabatic potentials.

The fourfold way40,41,42,43 is a general, path-independent diabatization scheme based on 

configurational uniformity81 for calculating diabatic states and their scalar couplings such that 

the diabatic states span the same space as selected adiabatic states. The fourfold way was 

originally formulated at the CASSCF level40 and then extended to the QDPT level41 with 

DMOs obtained either by QDPT level41 or by CASSCF.43 The fourfold way was designed to be 

adiabatic-equivalent; that is, if n diabatic states are considered, they should span the same space 

as the n lowest adiabatic states at each geometry. Then, when one diagonalizes the diabatic 

Hamiltonian, one obtains back the original adiabatic states. In the original versions of the 

method, this is usually true to a good approximation, but the adiabatic energies (and hence the 

external correlation energies) are not quite the same as the energies of the variationally optimized 

adiabatic states due to lack of invariance of these states to orbital rotations in standard programs. 
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In the final version of the fourfold way, called the model space version,46 this problem is 

removed so that external correlation is included by standard post-MCSCF multi-state methods 

(with the variationally optimized orbitals) even though the diabatization is based on 

state-averaged MCSCF results. Detailed theory and algorithms of the fourfold-way40,41,42,43 and 

model-space scheme46 are presented in our original and subsequent work;82,83 here we only 

summarize the key concepts for generating the diabatic surfaces of thiophenol. 

As the usual canonical MOs (CMOs) generated from SA-CASSCF procedure often change 

character along nuclear coordinates due to avoided crossing, using them does not generate 

smooth CSFs. Therefore the first step is to construct smoothly varying diabatic molecular 

orbitals (DMOs) and then re-express the CSFs in terms of these new DMOs to make the CSFs be 

smooth functions of geometry. The DMOs in the active space are obtained from an orthogonal 

transformation of the active CMOs by applying the threefold density criterion and, when needed, 

a fourth criterion of maximum overlap of reference MOs (MORMO). For the thiophenol 

photodissociation involving multiple nonbonding p orbitals, the threefold density criterion is 

insufficient to generate smoothly changing DMOs (as found previously for phenol)82 and thus we 

need to employ the MORMO criterion by using one or more additional reference orbitals. 

For the present case, we use standard parameter values40 for the threefold density 

functional and include only one reference MO. The choice of reference MO or MOs is important, 

but not necessarily intuitive; it is usually sufficient to include one or both of any degenerate or 

nearly degenerate MOs that are localized on one or a small number of atoms. In the present work 

we therefore took the in-plane n(py) orbital be a reference MO, and we found that one reference 

MO is sufficient. Although the choice of reference orbitals will influence the resulting diabatic 

states to some extent, physically similar choices will generate qualitatively similar results. 

Nevertheless we note that our specific choice was to evaluate the reference MO on sulfur at a 

geometry with an S−H distance equal to 5 Å; the shape of the reference MO is shown in Fig. 2. 

The second step is to construct a list of prototype CSFs for each diabatic state used to 

produce smooth diabatic surfaces. These diabatic prototype CSFs are chosen from the most 
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important CSFs of each adiabatic state at some potential reference geometries in 

weak-interaction regions where adiabatic states are, to a good approximation, the same as 

diabatic states. Among the criteria to be fulfilled when building the prototype CSFs list is that a 

CSF cannot appear in the list of more than one diabatic state; a more complete explanation of the 

requirements for prototype CSFs list can be found in our original40,41,42,43 and subsequent82,83 

papers. We determined the prototype list by examining the leading CSF coefficients at many 

geometries, and the final list used for the present application is specified in Table 1.

Once the diabatic prototypes are specified, an adiabatic to diabatic orthogonal 

transformation is performed to construct the diabatic states from adiabatic states for all 

geometries. The transformation matrix is obtained by configurational uniformity approach with 

the criterion of maximizing the projection of the adiabatic CSFs onto the selected prototype 

CSFs.

To obtain diabatic energies at QDPT level (in present study we use XMC-QDPT energies), 

we first perform the fourfold-way at the CASSCF level and standard XMC-QDPT calculations, 

separately. Then the necessary information is extracted from standard GAMESS output for the 

model space diabatization scheme, which involves only matrix transposes and multiplications.

2.4 Details
All the KS-DFT, TDDFT and TDA-TDDFT calculations were performed using Gaussian 1684, with an 

ultrafine (99 590) grid for numerical integration except for the τ-HCTHhyb functional for which used a fine 

(75 302) grid; all the CASSCF, SA-CASSCF and QDPT calculations were carried out within GAMESS85 by 

using equal weights for each states for all state-average calculations and an intruder state avoidance86 with an 

energy denominator shift of 0.02 Eh for QDPT calculations; all EOM-CCSD and CR-EOM-CCSD(T) 

calculations were carried out by NWChem87 without correlating the core orbitals of the atoms (the 1s orbitals 

on H and C and the 1s, 2s, and 2p orbitals on S).

Averaging of the spectrum over the ground-state vibrational distribution was carried out using ANT 
88 

interfaced with Gaussian 16. Multiwfn89 was used to perform the Gaussian broadening.
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3. Results and discussion

3.1 Nature of the four lowest singlet states and electronic spectroscopy

For the photodissociation of thiophenol with excitation energies in the range up to 5.5 eV, 

as involved in the experiments,7,8,10,18 only the two lowest excited singlet states (S1 and S2) are 

important. However, the third excited singlet state (S3) makes an important contribution to the 

electronic spectrum, so the four lowest singlet states are considered in this section. The ground 

state (S0) of thiophenol at the equilibrium geometry with Cs symmetry is a closed-shell state 

belonging to the A′ irreducible representation (irrep), the first (S1) and third (S3) excited states 

are 1ππ* states belonging to the A′ irrep, and the second excited state (S2) is a 1nπσ* state 

belonging to the A′′ irrep. Both S1 and S3 have some 1nππ* character, which may be attributed to 

the strongly delocalized character of the 3p valence orbital of the sulfur atom. But, for 

convenience we just label them as 1ππ* to be consistent with labeling used by other authors.16,18

The vertical excitation energies of thiophenol and thiophenoxyl as well as the S−H bond 

dissociation energy to the 2B1 state of thiophenoxyl are summarized in Table 3 as calculated by X

variety of electronic structure methods. It can be seen that XMC-QDPT and CR-EOM-CCSD(T) 

give very similar results with the large aug-cc-pV(T+d)Z basis set, which suggests that the 

results from these two very different kinds of high-level methods should both be reliable. When 

using the smaller MG3S basis set, XMC-QDPT can also give accurate results for both 

3-state-averaged and 4-state-averaged calculations. The calculated bond dissociation energies 

with the various methods are all in good agreement with the experimental ones7,8,10,16,18, which 

are in the range of 3.33 to 3.62 eV. We also calculated the S1 ← S0 adiabatic excitation energy 

using Equation 1, which is 4.28 eV in excellent agreement with the experimental values of 4.2716 

and 4.3418 eV.

The hole and particle distributions for the first three excited states of thiophenol as obtained 

by the TDA-τ-HCTHhyb method are visualized by the Multiwfn software89 with the results 

shown in Fig. 3. The hole and particle distributions of the three excitations clearly show the 

importance of the sulfur’s n(py) orbital (the nπ orbital of the molecule), in agreement with our 
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CASSCF results (see the dominant configurations of each state in Table 2). This also suggests 

that the WFT and KS-DFT methods can give consistent results. The oscillator strengths and 

transition dipole moments can also be used to understand the nature of transitions. All of these 

transitions are allowed by symmetry (similar to the situation studied previously in thioanisole24). 

As seen in Table 4, all methods (EOM-CCSD, TDDFT, and, SA-CASSCF) predict qualitatively 

similar results, in particular a large oscillator strength for the second 1ππ* transition (S3 ← S0), a 

small oscillator strength of the first 1ππ* transition (S1 ← S0), and a negligibly small oscillator 

strength for the 1nπσ* transition (S2 ← S0). The total transition dipole moment of the 1nπσ* 

transition calculated at the optimized S0 geometry is perpendicular to the molecular plane, 

whereas those of the first and second 1ππ* transitions are in the molecular plane. The green 

arrows in Fig. 3 depict the orientation of the transition dipole moment calculated at 

TDA-τ-HCTHhyb/def-TZVP level, and the angles with respect to the S−H bond axis for the first 

and second 1ππ* transitions are 14.0° and 80.5°, respectively.

From the above analysis we see that the TDA-τ-HCTHhyb density functional with the 

small def-TZVP basis set predicts the vertical excitation energies very close to our best 

estimates, and the oscillator strengths also close to those obtained with the other two functionals. 

Although the ratio of the S1 ← S0 to S2 ← S0 oscillator strength obtained from EOM-CCSD is 

smaller than the ratio obtained with TDDFT, the absolute values of these two oscillator strengths 

are relatively small, and the following analysis also shows that the third transition is the most 

important one for reproducing the unresolved absorption band shape in the wavelength range 

from 220 to 300 nm. Considering its computational efficiency and accuracy, the 

TDA-τ-HCTHhyb/def-TZVP method was selected for our spectral simulations. 

To mimic the experimental absorption spectrum, we need to broaden the discrete excitation 

sticks with functions that simulate the Franck-Condon broadening over and above that included 

by our averaging over the initial vibrational motions.  The Gaussian and Lorentzian functions 

are both extensively used for simulating electronic absorption spectra, but the Gaussian form is 

more commonly used.90 We tried several different half-width-at-half-maximum (HWHM) 
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parameters, and we found Gaussian broadening with HWHM = 0.2 eV provides a good fit to the 

overall band shape (see Figs. S1 and S2 in the Electronic Supplementary Information (ESI)). 

Figure S3 in the ESI also shows results by applying Lorentzian broadening with HWHM = 0.2 

eV, and it can be seen that the profiles predicted with the Lorentzian function are less 

satisfactorily in the long wavelength tail, and therefore we did not use the Lorentzian function.

As shown in Fig. 4 (adapted from ref. 8), the experimental electronic spectrum of 

thiophenol taken in n-hexane shows a strong absorption peak at around 234 nm (5.30 eV) and a 

long wavelength tail with no discernible structure, as shown in Fig. 4. Figure 4 (and Fig. S3 in 

the ESI) show that solvation effects on the spectrum are small but not completely negligible even 

in the nonpolar solvent. From our calculated vertical excitation energies we conclude that the 

second 1ππ* (S3⟵S0) transition (5.39 eV) should be responsible for the strong peak. This is 

consistent with the general conclusion in Ferrer at al.90 that the maximum in the absorption 

spectrum is expected to be red-shifted (~0.1 to 0.3 eV) as compared to the relevant vertical 

excitation energy. In order to further verify our understanding of the spectrum as well as the 

nature of each excitation mode, we simulated the spectrum using the normal-mode sampling 

method as describe above and in our previous study.24 We mainly focus on the first three lowest 

excited states, but we used the first four excitations to produce the spectrum. The simulations are 

compared to experiment in Fig. 4. The simulated profile in the gas phase, Fig. 4a, shows an 

overall shift (~0.04 eV) with respect to the experimental result, but the profile generated with 

data from the SMD/cLR solvent model are in excellent agreement with experiment. Although not 

a new result, it seems worthwhile to point out that the peak in the unresolved experimental 

spectrum does not provide a good measure of any of the vertical excitation energies. We 

emphasize that the goal of our normal-mode sampling approach for simulating the spectrum is to 

make the simulation more realistic and less arbitrary, but higher accuracy in modeling the 

spectrum would require the use of excited-state gradients, 24 which were not calculated in the 

present study.
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3.2 Diabatic potential energy surfaces

Two of the disappearing coordinates during the photodissociation process, the S–H fission 

coordinate R and the C−C−S−H torsion angle ϕ, are shown in Fig. 5. In what follows, we 

consider the fifth, sixth, and seventh DMOs (numbered to approximately match the CMOs in 

Fig. 1 in the same order) and the potential energy surfaces of the lowest three singlet states as 

functions of each of these coordinates with all other geometric parameters fixed at the S0 

equilibrium geometry. 

For the fourfold-way diabatization calculations, the first step is to construct smoothly 

varying DMOs using the threefold density criterion and the n(py) orbital of sulfur as a MORMO 

reference orbital. Fig. 6 and 7 depict three of the DMOs. We can see that they change smoothly 

as functions of geometry along the two selected coordinates. Based on the smooth DMOs and the 

prototype list of Table 1, we obtained smooth diabatic potential and coupling curves along the R 

and ϕ coordinates as shown in Fig. 8. 

Fig. 8 clearly shows two conical intersections (CIs) along R with Cs symmetry (planar 

geometries with ϕ = 0°, Fig. 8a). For planar geometries, the diabatic potential energy curves 

match the adiabatic curves in energy with essentially zero diabatic couplings; the 1ππ*/1nπσ* CI 

is at R ≅ 1.45 Å, which is very close to the 1ππ* energy minimum, and the 1ππ/1nπσ* CI is not far 

from the first CI at R ≅ 3.0 Å. 

For geometries with ϕ fixed at 90° (Fig. 8d), the diabatic curves are also energetically 

similar to the adiabatic ones with negligible couplings, but only the 1ππ* and 1nπσ* states cross. 

Since the electronic structure of the thiophenoxyl moiety is independent of ϕ for very large R, 

and since the diabatic states 1ππ* and 1ππ cross along R at ϕ = 0° but not at ϕ = 90°, it is clear that 

these states must cross along ϕ at small R. And this is true even though adiabatic surfaces are 

well separated along ϕ at small R. This nonintuitive diabatic crossing at geometries with 

well-separated adiabats is similar to what was seen in our previous study of thioanisole,83 where 

a thorough discussion can be found. In Fig. 8, U13 is large at ϕ = 30° and 60° because the two 

adiabatic states are far apart while the two diabatic states are close due to the nonintuitive 
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diabatic crossing. 

It should be noticed that the figure shows that U12 and U23 undergo an abrupt increase 

around R = 2.1 Å, this is because V3 crosses with a uncalculated higher state V4 which has a 

major configuration similar with one that prominent in the ground adiabatic state (it is a common 

occurrence in adiabatic-equivalent diabatizations that there may be some unsmoothness due to 

the highest included adiabatic state having a crossing with the lowest non-included adiabatic 

state); however, the magnitude of U12 and U23 are far smaller than the energy gap between the 

relevant states.

The three-dimensional adiabatic and diabatic potential energy surfaces are depicted in Fig. 

9, from which we can see how the diabatic cross. For an alternative mode of visualization, the 

diabatic crossing seams as functions of R and ϕ can be projected onto the two-dimensional 

coordinate plane defined by (R, ϕ), and this is shown in Fig. 10. The 1ππ*/1nπσ*, 1ππ/1nπσ*, and 

1ππ/1ππ* diabatic crossing seams correspond respectively to the hypersurfaces where U22 = U33, 

U11 = U33, and U11 = U22.

We have further explored the implications of the diabatic surfaces and their couplings by 

some other degrees of freedom. We calculated the diabatic energies and couplings at 

XMC-QDPT level along Cartesian normal-mode displacements of the v16a and v16b out-of-plane 

ring distortion modes near two CIs. The vibrational displacements are obtained by 

M06-2X/aug-cc-pVTZ. Fig. 11 and Fig. 12 show the adiabatic and diabatic energy curves and 

the square of the 1–3 diabatic coupling (U13)2 (we use the notation U13 to denote H13 in the 

representation where H is the diabatic electronic Hamiltonian, including nuclear repulsion). The 

smooth results in Fig. 11 and Fig. 12 are very encouraging, and they confirm the suitability of the 

fourfold-way for generating diabatic states even along significantly distorted paths that are far 

from planar equilibrium geometries. Furthermore Fig. 11a shows that, while both of these modes 

give negligible coupling near the second CI, mode v16a is an important coupling mode near the 

first CI. This is encouraging in light of the inference from the experimental photofragment 

kinetic energy distribution12 that the v16a vibrational mode is among those observed to be excited 
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but the v16b vibrational mode is not.

4. Concluding remarks

Vertical excitation energies obtained by two wave function methods, QDPT and 

CR-EOM-CCSD(T) agree well with each other, and results in good agreement can also be 

obtained by Kohn-Sham density functional methods. We have simulated the electronic 

absorption spectrum of thiophenol by following a normal mode sampling approach. The result of 

the simulation is in excellent agreement with experiment, and it confirms that the strong peak in 

the spectrum mainly comes from the second 1ππ* transition (S3⟵S0). The importance of the 

n(py) orbital of sulfur is shown by both the hole and the particle distributions based on KS-DFT 

wave functions and by the dominant configurations of CASSCF calculations. 

Nonintuitive smooth diabatic potential energy surfaces of the lowest three singlet states 

were obtained as functions of the S−H stretching coordinate R and the C−C−S−H torsion 

coordinate ϕ by XMC-QDPT using the fourfold way with the model-space diabatization scheme. 

We determined the locations of the seams of diabatic crossings as functions of R and ϕ. 

To explore vibronic coupling near the two CIs, the diabatic energies and couplings were 

also calculated. along Cartesian normal-mode displacements of two out-of-plane vibrational 

modes, v16a and v16b, .The v16a mode was shown to be an important coupling mode near the first 

CI. 
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Fig. 1 The eleven SA(3)-CASSCF canonical active orbitals at the S0 equilibrium geometry with 
Cs symmetry (R = 1.338 Å and ϕ = 0°)

z
y

Fig. 2 The MORMO reference orbital used in current fourfold-way calculation. The 
thiophenoxyl radical is in the yz plane with the z-axis along the C−S bond.

Fig. 3 Hole (blue) and particle (red) distributions due to the excitations and the total transition 
dipole moment vector of gas-phase thiophenol from TDA-τ-HCTHhyb/def-TZVP calculations at 
the M06-2X/aug-cc-pVTZ S0 equilibrium geometry, where the nπσ* transition is perpendicular to 
the molecular plane and the two ππ* transitions are parallel to the molecular plane with angles of 
14.0° and 80.5° relative to the S−H bond axis.
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Fig. 4 Experimental absorption spectrum taken in n-hexane (data from Fig. 5 of ref. 8) and simulated spectra 
with vertical excitation energies and oscillator strengths calculated by TDA-τ-HCTHhyb/def-TZVP: (a) 
gas-phase simulation; (b) liquid-phase simulation using TDA-τ-HCTHhyb/def-TZVP with state-specific 
corrected linear response for solvation effects with the SMD solvation model in n-hexane, and broadened using 
Gaussian function with HWHM = 0.2 eV.
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Fig. 5 The two degrees of freedom considered in this study: S−H(8) distance R and 
C(4)−C(3)−S−H(8) torsion angle ϕ.

Fig. 6 Diabatic MOs (5, 6, and 7) at several R with 𝜙 = 0°.

Fig. 7 Diabatic MOs (5, 6, and 7) space at several 𝜙 with R = 2.00 Å.
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Fig. 8 Adiabatic (V1, V2, and V3) and diabatic (U11, U22, and U33) potential energy curves and the squares of the 
diabatic couplings ((U12)2, (U13)2, and (U23)2) as functions of the stretching coordinate R for four values of the 
torsion angle 𝜙 with the other geometric parameters fixed at the S0 equilibrium geometry.
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Fig. 9 Potential energy surfaces as functions of R and 𝜙 with the other geometric parameters fixed at the S0 
equilibrium geometry. (a) adiabatic. (b) diabatic.
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1ππ/1ππ*

1ππ/1nπ𝛔*

1ππ/1nπ𝛔*

Fig. 10 Diabatic crossing seams calculated by model state diabatization based on the fourfold way and 
XMC-QDPT adiabats. The 1ππ*/1nπσ* (U22 = U33), 1ππ/1nπσ* (U11 = U33), and 1ππ/1ππ* (U11 = U22) seams are 
shown as projected onto the (R, ϕ) two-dimensional plane.
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Fig. 11. The adiabatic (V1, V2, and V3) and diabatic (U11, U22, and U33) potentials and the squares of the diabatic 
couplings ((U12)2, (U13)2, and (U23)2) along mass-weighted Cartesian normal-mode displacements of the v16a 
vibrational mode near the two CIs: (a) R = 1.45 Å and (b) 3.00 Å.

   
Fig. 12. The adiabatic (V1, V2, and V3) and diabatic (U11, U22, and U33) potentials and the squares of the diabatic 
couplings ((U12)2, (U13)2, and (U23)2) along mass-weighted Cartesian normal-mode displacements of the v16b 
vibrational mode near the two CIs: (a) R = 1.45 Å and (b) 3.00 Å. Note that in part b, the V1, V2, U11, and U33 
curves are almost on top of one another.
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Table 1. Prototype lista

prototype CSFs for diabatic state ϕ1
: 222212 10000𝜒1

1

prototype CSFs for diabatic state ϕ2
: 222221 00100𝜒1

2
: 222122 01000𝜒2

2
: 222122 10000𝜒3

2
: 222220 11000𝜒4

2

prototype CSFs for diabatic state ϕ3
: 222222 00000𝜒1

3
: 222221 10000𝜒2

3
a CSFs are defined by the occupancies of the 11 DMOs in Fig. 1 in the same order.
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Table 2. The CI coefficients of the dominant configurations of the four lowest singlet states of 
gas-phase thiophenol at the S0 equilibrium geometrya as calculated by SA(4)-CASSCF/MG3S

State b Dominant configuration(s)c CI coefficient
S0 222222 00000 0.93
S1 222221 00100

222122 01000
0.63
0.59

S2 222221 10000
221222 10000

0.84
0.35

S3 222221 01000
221222 01000

0.86
0.23

a Geometry optimized by M06-2X/aug-cc-pVTZ. 
b These state labels apply globally to the diabatic states, but they also apply approximately to the 
adiabatic states at the ground-state equilibrium geometry.

c The occupation numbers of the dominant configurations correspond to orbitals in Fig. 1 in the 
same order. 
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Table 3. Gas-phase vertical excitation energies (VEEs) of thiophenol and thiophenoxyl and the 
S−H bond dissociation energy (BDE) to the 2B1 state of the thiophenoxyl (in eV) as calculated X
by different methods and basis sets a

PhSH VEE
Method Basis set

S1(2A′) S2(1A′′) S3(3A′)
PhS* VEE

2B1- 2B2X A
BDE

CR-EOM-CCSD(T) aug-cc-pV(T+d)Z 4.57 4.95 5.44 0.19 3.66
EOM-CCSD aug-cc-pV(T+d)Z 4.89 5.15 5.73 0.35 3.66
TD-MN15 MG3S 4.95 5.00 5.40 0.10 3.65
TD-B3LYP MG3S 4.76 5.15 5.52 0.39 3.63

TDA-τ-HCTHhyb def-TZVP 4.79 5.07 5.44 0.41 3.63
XMC-QDPT(4) aug-cc-pV(T+d)Z 4.59 5.10 5.31 0.23b 3.63b

XMC-QDPT(4) MG3S 4.62 5.14 5.38 0.23b 3.53b

XMC-QDPT(3) aug-cc-pV(T+d)Z 4.58 5.03 \ 0.27b 3.60b

XMC-QDPT(3) MG3S 4.62 5.07 \ 0.27b 3.51b

4.34c 4.59c \
Expt.

4.27d 4.51d \
0.32~0.37e 3.33~3.62e

a The geometries of thiophenol and thiophenoxyl used in these calculations are S0 equilibrium 
geometries optimized at M06-2X/aug-cc-pVTZ level, unless specified otherwise. 

b Values for PhS* are calculated using optimized PhS* geometry with a H atom putting at the 
distance of RS−H = 20 Å. c From ref. 18. d From ref. 16. e From ref. 7,8,10,16, and 18.
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Table 4. Gas-phase oscillator strengths from various calculationsa

Method Basis set S1(2 A′)
1ππ*

S2(1 A′′)
1nπσ*

S3(3 A′)
1ππ*

EOM-CCSD aug-cc-pV(T+d)Z 0.0047 0.0028 0.2406
TD-MN15 MG3S 0.0126 0.0005 0.2246
TD-B3LYP MG3S 0.0120 0.0018 0.2226

TDA-t-HCTHhyb def-TZVP 0.0149 0.0001 0.2713
SA(4)-CASSCF MG3S 0.0002 0.0000 0.3877

a The geometry used are S0 equilibrium geometries optimized at M06-2X/aug-cc-pVTZ level.
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