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Abstract 

Properties related to transport such as self-diffusion coefficients are relevant to fuel cells, 

electrolysis cells, and chemical/gas sensors. Prediction of self-diffusion coefficients from first-

principles involves precise determination of both enthalpy and entropy contributions for point 

defect formation and migration. We use first-principles density functional theory to estimate the 

self-diffusion coefficient for neutral Oi
0 and doubly ionized Oi

–2 interstitial oxygen in rutile TiO2 

and compare the results to prior isotope diffusion experiments. In addition to formation and 

migration energy, detailed estimates of formation and migration entropy incorporating both 

vibrational and ionization components are included. Distinct migration pathways, both based on 

an interstitialcy mechanism, are identified for Oi
0 and Oi

–2. These result in self-diffusion 

coefficients that differ by several orders of magnitude, sufficient to resolve the charge state of the 

diffusing species to be Oi
–2 in experiment. The main sources of error when comparing computed 

parameters to those obtained from experiment are considered, demonstrating that uncertainties 

due to computed defect formation and migration entropies are comparable in magnitude to those 
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due to computed defect formation and migration energies. Even so, the composite uncertainty 

seems to limit the accuracy of first-principles calculations to within a factor of ±103, 

demonstrating that direct connections between computation and experiment are now increasingly 

possible. 

Page 2 of 30Physical Chemistry Chemical Physics



 3

1. Introduction 

Mechanistic interpretation of self-diffusion measurements in semiconductors often suffers 

from questions about the specific microscopic mechanisms to which the experimental 

measurements respond as well as limitations intrinsic to first-principles calculation methods. On 

the experimental side, the identities of the key mobile species can be difficult to ascertain and 

vary with the availability of kinetic pathways capable of creating the species that are most 

favorable energetically. On the first-principles side, limitations of density functional theory (DFT) 

pertain to energetic parameters such as thermodynamic enthalpies and kinetic activation barriers, 

and even more to the corresponding entropies and pre-exponential factors. However, the use of 

nearby surfaces to provide facile defect creation pathways that permit closer approach to 

thermodynamic equilibrium  [1–3], together with key improvements to DFT techniques [4], 

make direct quantitative connection between diffusion measurements and computations 

increasingly reliable. The present work employs DFT calculations and detailed entropy estimates 

to make such a connection for the case of oxygen self-diffusion in rutile TiO2. 

Dependence of rutile’s physical and electronic properties upon oxygen defects has been 

discussed in relation to applications in catalysis [5–7], photocatalysis [8] and oxygen storage [9]. 

The majority O-related point defect observed under many conditions is the O vacancy 

(VO) [10,11], although DFT calculations suggested [12,13] that the O interstitial (Oi) is 

thermodynamically more stable. Atomically clean surfaces provide a kinetically necessary 

pathway for Oi to supplant VO as the majority [2,14]. Prior experiments demonstrating this latter 

phenomenon employed isotopic exchange experiments with single crystals, with corresponding 

isotopic diffusion profiles measured over a distance of many nanometers with secondary ion 

mass spectrometry (SIMS). Modeling by analytical [14] and microkinetic [15,16] techniques 
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provided estimates of activation energies and pre-exponential factors the effective diffusivities 

over this length scale, as well as site-hopping diffusivities for Oi. However, direct atomic scale 

insights into the diffusion mechanism are lacking. From DFT, only activation energies for site 

hopping exist in the literature [17,18], with the estimates being widely disparate.  

The present DFT calculations help to resolve those differences, and provide thermodynamic 

and rate parameters that agree remarkably well with the experiments. Differences in the stable 

configuration of neutral Oi and ionized Oi
–2 oxygen interstitials are identified, and unique 

migration mechanisms are found for each. These differences give rise to calculated self-diffusion 

coefficients that differ by several orders of magnitude for Oi
0 and Oi

–2, large enough to resolve 

the charge state of the diffusing species in experiment. Detailed estimates of formation and 

migration entropy incorporating both vibrational and ionization components indicate that 

entropic contributions to the motion are mild in this case. The computational determination 

∆����� and ∆����	has not been commonly practiced, partly because estimation of useful 

accuracy requires extensive resources of hardware that have become available only in recent 

years. The analysis presented demonstrates the linking of the experimentally obtained parameters 

to atomic-scale mechanisms, reveals the mobile species is most likely Oi in the –2 ionized charge 

state as previously surmised, and highlights the main sources of uncertainty that arise when 

making such comparisons. It is estimated self-diffusion coefficients can be determined from 

first-principles to within approximately three orders of magnitude of experiment, suggesting that 

such comparisons are now in reach.  

2. Methods 

The experimental tracer coefficients that served as the basis for comparison were measured 

over a length scale of many atomic diameters, and therefore contain kinetic parameters 
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pertaining to both formation and migration. At chemical equilibrium, the formation parameters 

incorporate both energies and enthalpies. The migration parameters are often formulated in an 

analogous way, meaning that most complete forms of comparison between experimental and 

computational diffusivities require computed entropies as well as energies. Neglect of entropies 

in this context can lead to very large errors involving several orders of magnitude in some 

semiconductors, as was shown in the 1970s and 80s [19–22]. 

2.A. Formulation of Tracer Diffusion Coefficient 

The tracer atom diffusion coefficient (
∗) under thermodynamic equilibrium is given by [23,24] 


∗ = 
��
,     (1) 

where c denotes the concentration of the diffusing defect, and D the hopping diffusivity. The 

parameter 
 = 1 − �
� is the correlation factor, and � is the coordination number. For Oi in rutile, 

� = 3. 

The hopping diffusivity incorporates a summation over all possible migration paths i and 

defect types d according to 


 = �
�∑ ��� Γ��������,     (2) 

where �� is the number of symmetry-equivalent sites available for path i and ��� is the jump 

vector between the initial and final configurations. For Oi in both charge states, � =	8. To obtain 

the diffusion coefficient 
�̂∗ along direction !̂, the projection of the jump vector ��� ∙ !̂ is utilized 

in Eq. (2). The rate Γ�� at which the defect jumps via path i obeys an Arrhenius form 

Γ�� = Γ�,�	exp '− ()*+,,-
./0 1,     (3) 
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where Γ�,� denotes the attempt frequency,	23 the Boltzmann constant, T the temperature. The 

Gibbs free energy of migration is 

Δ5���,� = ∆6���,� − 7∆����,� + 9∆:���,�,     (4) 

where ∆6���,� is the migration internal energy, ∆����,� the migration entropy, and ∆:���,� is the 

migration volume change. Formally these quantities represent respectively the difference in 

internal energy, entropy, and volume between the defect at the transition state and in the 

metastable configuration. For Oi we employed Γ� = 	1 × 1013 s–1. 

The concentration presents a standard Boltzmann factor given by  

� = exp	(− ∆)>?@*
./0 ),     (5) 

where 

∆5���� = ∆6���� − 7∆����� + 9∆:����     (6) 

denotes the Gibbs free energy of defect formation, and ∆6����, ∆�����, and ∆:���� are the 

change in internal energy, entropy, and volume upon formation of the defect. Given typical 

values for ∆:ABCD, pressures on the order of 1 kbar are needed for activation volume effects to 

become significant and can be neglected here [25,26].  

Upon aggregation of all these definitions, D* for Oi becomes  


∗ = �
�
��Γ������

�exp '(E>?@*F(E*+,
./ 1 exp '− (G>?@*F(G*+,

./0 1.     (7) 

2.B. Computation of Energies and Structures 

Our DFT calculations [27,28] employ the Vienna Ab Initio Software Package (VASP) [29,30] 

together with projector augmented wave (PAW) [31] and the Perdew-Burke-Eznerhof (PBE) [32] 

generalized gradient approximation (GGA) for the exchange-correlation functional. The plane-
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wave energy cutoff was set to 520 eV. For bulk rutile, we obtain lattice constants of a = 4.652 Å, 

c = 2.970 Å, and internal parameter u = 0.305 Å, in good agreement with calculated values from 

the previous DFT-GGA results, which were a = 4.649, c = 2.972, and u = 0.304 [33,34], 

compared to experimental values of a = 4.690, c = 2.990, and u = 0.305 [35]. To simulate defects, 

we used 3×3×4 TiO2 supercells containing 216 atoms together with 2×2×2 Monkhorst-Pack k-

point sampling of the Brillouin zone. The internal ion coordinates were relaxed until the residual 

forces on each ion were smaller than 0.01 eV/Å. The climbing image nudged elastic band (CI-

NEB) method [36] was employed to estimate Oi migration energy barriers ∆6��� along the 

minimum energy pathway (MEP) with spring constants set to −5 eV/Å and the criterion for 

atomic geometry relaxation loosened to 0.03 eV/Å. 

The internal energy of defect formation ∆6���� was determined via the usual formulation [37] 

∆6���� = H6(I�JKFJ+) − 6(I�JK)M − NJ + O(6P + 6Q).     (8) 

Here 6(I�JKFJ+) and 6(I�JK) respectively denote the DFT-computed total energy of the supercell 

containing the oxygen interstitial and of the perfect supercell, NJ is the oxygen chemical 

potential, and 6Q is the Fermi level relative to the valence band maximum (VBM) 6P (0 < 6Q < 

6�), where 6� is the experimental band gap. Results are shown for the oxygen rich environment 

corresponding to the experimental point of comparison (T = 700 °C and 9JK  = 10–5 Torr)  [2]. 

The chemical potential N� = N�	R + ∆N�, where N�	R is the chemical potential of the atomic species 

in the standard condition, ∆N� represents the temperature and pressure variance, and ∆NJ =
−0.23 eV/atom for oxygen and ∆NI� = −9.27  eV/atom for titanium (see Supporting Material). 

For simulation of the doubly ionized Oi
–2 state, two extra electrons were added to the simulated 

DFT supercell, which are compensated by the incorporation of a homogeneous background 
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charge [38]. Finite size effects arising from electrostatic interactions between periodic images of 

the charged defects are estimated using supercell extrapolation. 

For the ionized defect, ∆6���� depends on EF within the band gap. For direct comparison with 

experiment, both EF and Eg must be estimated at the relevant temperature of roughly 700 °C. 

Although the literature agrees upon a linear functional form for the temperature dependence of 

Eg, the associated parameters vary [39–46]. To arrive at “best” values of those parameters, we 

employed maximum-likelihood (ML) estimation [47,48] to arrive at a value of 6�=2.42 eV at T = 

700 °C (See Supporting Material). The position of EF was assumed to scale with the 

concentration of donor Ti interstitial atoms, and depends upon the effective mass of the electron, 

whose value has been measured numerous times  [49–58] with widely disparate results. We 

again employed ML estimation to arrive at an effective mass of (8.44 ± 1.00)m[∗  (See 

Supporting Material). The concentration of Ti interstitials depends upon both temperature and 

the partial pressure of O2, and can be estimated with a defect disorder model appropriate for this 

experimental system. We employed a model developed specifically for these conditions [16], 

using 9JK= 10–5 Torr. These computations ultimately yielded EF = 1.58 ± 0.003 eV. 

2.C. Computation of Entropies 

The relevant entropies contain several contributions that originate from vibrational and 

configurational sources, and in semiconductors, from ionization [19]. We neglected 

configurational contributions, which are usually small compared to the others [59,60]. 

The ionization entropy arises from changes in the vibrational spectrum in response to the 

defect’s ionization by releasing one or more electrons or holes to wander freely in the bands [19]. 

This release puts carriers into or removes carriers from antibonding orbitals of the solid, and can  

Page 8 of 30Physical Chemistry Chemical Physics



 9

slightly soften or harden the vibrational modes respectively. This results in a change in the 

magnitude of the vibrational frequencies, particularly for the local vibrational modes associated 

with the defect. For an initially neutral interstitial atom whose releasable carriers are spatially 

delocalized in the bound state, that carrier exerts roughly the same mode-softening effects in the 

bound state as in the free state after donation to a band. Thus, the ionization entropy lies near 

zero because the lattice senses little difference in softening from initial to final state. However, if 

the bound carriers remain localized near the ion core, they partly screen the ion core’s effect on 

lattice vibrations. The ionization entropy then differs from zero and is commonly positive. 

Fortunately, DFT calculations of the vibrational spectrum already incorporate such effects 

implicitly, as entropic contributions from ionization come from localized changes in the 

vibrational spectrum. If desired, contributions of ionization to the formation or migration entropy 

may be identified by comparing results for the neutral and ionized states. 

The vibrational entropy arises from the change in the solid’s vibrational modes in response to 

the defect itself (formation) or its hopping transition state (migration). Both changes may involve 

progressive activation of increasing numbers of vibrational modes as the temperature increases, 

meaning that ∆����� and ∆���� can exhibit a temperature dependence. The T = 0 K phonon 

frequencies were calculated using DFT and the finite difference method of Phonopy 

software [61]. Force constant calculations were performed for perfect and defect-containing 

supercells for supercells containing 48, 72, and 216 atoms to assess finite size effects (FSEs). 

Once the T = 0 K mode frequencies were determined, the vibrational entropy of a supercell 

containing N atoms at finite non-zero temperature was estimated via the full harmonic 

approximation [62], 
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�\�] = 2^ ∑ ℏ`-
./0 (e

ℏa-b/c − 1)d� − ln(1 − ed
ℏa-b/c)gh�i� ,     (9) 

where ℏ is Planck’s constant, and j� are the eigenfrequencies associated with the phonon 

vibrations in the crystal lattice. 

The vibrational entropy of formation ∆�����\�] = �I�JKFJ+\�] − (�I�JK\�] + �J) was computed as the 

entropy difference between the defective TiO2 supercell (�I�JKFJ+) and the perfect TiO2 supercell 

(�I�JK) with an additional term (�J) that accounts for the extra oxygen in the defect containing 

lattice. The quantity �J is nominally the vibrational entropy per O atom in rutile TiO2. It was 

obtained by distributing the total vibrational entropy per formula unit TiO2 between Ti and O 

atoms according to their relative masses and presence in the crystal so that 
Ek+
El =

m�
�
�l
�k+

≈0.826 [63]. The migration entropy ∆����\�]  was computed as the vibrational entropy 

difference in the defective supercell between the transition state of a defect during a jump and the 

initial state. 

2.D. Estimate of Uncertainties in the Diffusion Coefficient 

To assess the propagation of computational uncertainties in the various energies and entropies 

composing D* into the value of D* itself, we estimated the magnitudes of uncertainty in each of 

the four parameters ∆6����, ∆6���, ∆�����, and ∆����. Because the two energies were computed 

using very similar methods, the uncertainties in ∆6����and ∆6��� were assumed to be correlated 

with each other and therefore sum together linearly. By a similar rationale, uncertainties in  

∆����� and ∆����were assumed to sum linearly. However, as limiting features appeared to arise 

from different sources (accuracy of DFT for energies vs. finite size effects for entropies), the 
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corresponding uncertainties were assumed to be uncorrelated. A sum of squares approach is 

therefore more appropriate to employ to describe uncertainty propagation from these constituent 

parameters into D*. 

Such an approach begins with Eq. (7) written in nondimensional form to leave only the 

exponential terms on the right hand side. With the definition of the nondimensional diffusion 

coefficient o = 6
∗/(
��Γ�������), the uncertainty rsto in ln(o) may be written in terms of the 

nondimensional energy and entropy uncertainties r∆G ./0⁄  and r∆E ./⁄  according to  

rsto = (r∆G ./0⁄� + r∆E ./⁄� )� �⁄ ,     (10) 

where ∆6 = ∆6���� + Δ6��� and ∆� = ∆����� + Δ����. The nondimensionalization of ∆6 

requires the selection of a characteristic temperature. We chose 700°C, which is within the 

experimental temperature range. 

3. Results  

Fig. 1 reports the configurations and defect formation energy for neutral (Oi
0

, q = 0) and 

doubly ionized (Oi
–2, q = −2) oxygen interstitials. The formation energy for the q = −1 state 

previously has found to be energetically less favorable than the others under any 

circumstance [12,13,64], and therefore was not considered here. Distinct from prior studies [13], 

we considered possible dumbbell and split configurations in both charge states. Both 

configurations are metastable for both q = 0 and q = −2 although the dumbbell is more stable for 

neutral Oi
0 and the split configuration for doubly ionized Oi

–2
. The energy difference is roughly 

1.8 eV in both cases. 
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In the neutral state, the interstitial adopts a dumbbell configuration with two symmetric Ti–O 

bonds (Fig. 1a). The dumbbell configuration for Oi
0 is also energetically favorable for metal 

oxides MgO and ZnO [65,66]. The O–O bond length is 1.45 Å, indicative of the covalent 

peroxide species, and is elongated compared to that in oxygen molecule (~1.24 Å). In contrast, 

the doubly ionized split configuration links with the nearest three Ti atoms (Fig. 1b). Fig. 1c 

shows the energy of defect formation ∆6���� as a function of EF. For the most stable 

configurations, the ionization level (0|−2) occurs at roughly EF = 1 eV above the VBM. DFT 

thereby confirms that the interstitials present in the experiments, for which TiO2 is n-type, are 

likely to be doubly ionized. 

Fig. 2 shows the migration pathway and energy landscape for site-to-site hopping for neutral 

dumbbell Oi
0 and for ionized split Oi

–2 along the [110] direction, since the experiments entailed 

injection through the (110) plane. The pathways follow an interstitialcy mechanism in which 

diffusion occurs via Oi exchange with oxygen atoms in the lattice. Such exchange has also been 

observed in other oxides [67] and typically exhibits a lower migration energy barrier than the 

direct interstitial mechanism [68]. 

Fig. 2a shows that the Oi
0 dumbbell traverses a single barrier during a jump, with a migration 

energy barrier ∆6��� of 0.59 eV. The migration of the Oi
–2 split is more complicated, however; 

Fig. 2b shows the MEP traversing from a tetrahedral to a metastable octahedral state. The 

metastable octahedral interstitial site has also been reported elsewhere for ZnO [24]. The barrier 

to enter the metastable state is 0.65 eV. 

The inset figures in Fig. 3 shows ∆�����\�]  and ∆����\�]  for Oi
0 and Oi

–2 shown as a function of the 

number of atoms N in the supercell. Although the vibrational and migration entropies are 
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negative, they become less negative as the supercell size increases. Negative values have been 

observed previously  [62,63], and were attributed to the artificial truncation of vibrational 

wavelengths imposed by finite supercell dimensions. To estimate the entropies in the dilute limit, 

we extrapolated to (N→ ∞) at T = 700 oC using a 1/N scaling relation together with a weighted 

least squares regression approach, in which each computed value of the vibrational entropy is 

weighted inversely with the size of the supercell. As shown in Table 1, the extrapolated 

formation entropies (∆�����\�] ) for both the neutral and doubly ionized Oi are small, −0.04 ± 0.08 

kB and 0.30 ± 0.59 kB, respectively. The corresponding migration entropies (∆����\�] ) are 0.33 ± 

0.45 kB and 0.02 ± 0.10 kB.  

4. Discussion 

4.A. Comparison to Experiment 

Because the present work has computed both the energies and the entropies for formation and 

migration, it becomes possible to compare the computed values of D* to reported experimental 

values obtained by both analytical [14] and microkinetic [15,16] means. Fig. 4a shows such 

comparisons pictorially by plotting D* in Arrhenius form as a function of 1/kBT for Oi
0 and Oi

–2, 

and Fig. 4b shows corresponding plots as a function of 9JK . The first-principles values of D* fall 

within two orders of magnitude of the experimental ones for the (−2) charge state. The slopes of 

both the temperature and pressure plots match rather closely. In contrast, the computed neutral 

state fall an average of four or five orders of magnitude away from the experimental ones, and 

the slopes are noticeably steeper for both the temperature and pressure dependence. Thus, both 

figures exhibit a significantly better match for the (−2) state than the neutral state; the 

comparison apparently can distinguish between different charge states of the diffusing species.  

Page 13 of 30 Physical Chemistry Chemical Physics



 14 

Indeed previous experimental work [14] has already suggested the dominance of the (−2) state 

based on the value of the positive pressure dependence, in line with earlier first-principles 

computations [69,70]. 

The individual energies and entropies are compared in Table 2. In view of the finding just 

above, the entries correspond only to the (−2) charge state. The first-principles migration energy 

(∆6���) of 0.65 eV for Oi
–2 closely matches the experimental result of (0.65 ± 0.1 eV [15,16]) 

derived from microkinetic analysis. 

The computed entropy values for migration entropy (y����= 0.02 ± 0.10 kB) is noticeably 

lower than the experimental microkinetic value of 3.93 kB. Both values may be compared with a 

very rough estimate provided by noting that the work done by a jumping interstitial atom may be 

conceptualized as a free energy of migration (Δ5���). The thermodynamic identity y���� =

− z(()*+,)
z0  [71] then provides an estimate of the corresponding entropy. The entropy is typically 

positive because the migrational work done by the moving atom against the elasticity of the 

lattice decreases with temperature due to lattice expansion. The rough magnitude of 
z(()*+,)

z0  may 

be approximated by 
({*+,
0* , where 7� is the melting temperature (~2116 K for TiO2). The 

resulting migration entropy is 3.76 kB – close to the microkinetic value but larger than the first-

principles one. The first-principles estimated formation entropy (∆�����= 0.30 ± 0.59 kB), 

however, is closer to the experimental value of 1.54 kB. 

4.B. Sources of Uncertainty  

The present work attempts the rather ambitious task of comparing first-principles kinetic 

parameters, not only at the level of individual energies and entropies of formation and migration, 

Page 14 of 30Physical Chemistry Chemical Physics



 15 

but also of those numbers aggregated into the tracer diffusion coefficient D*. This latter 

comparison is important because full-blown entropy computations for diffusion have become 

practical only in recent years, commonly accepted benchmarks of success or systematic analyses 

of the possible errors do not yet exist. The computations of vibrational spectra needed for 

entropy estimates have a very different character from the computations of total energies that 

have long been commonplace for barrier heights and formation energies. Hence, it is not yet 

known to what extent errors in the entropy reinforce or compensate for errors in the energies. 

The following paragraphs provide such an analysis in the context of the errors known to be 

present for experimental measurements of the corresponding quantities by SIMS. 

4.B.1. Computational Energies 

There exist several well-known uncertainties inherent in DFT calculations of point defect energetics 

that arise from (i) the computational engine for energy calculations (here DFT-PBE) and associated 

problems such as band gap underestimation, and (ii) finite size effects due to the limited supercell size 

particularly for ionized defects. Regarding (i), in many cases formation energies for defects can vary by 

several tenths of an eV between hybrid and conventional DFT [72,73]. Regarding (ii), the size of the 

uncertainty can be similar. The Supporting Material assesses the magnitude of finite size effects using 

supercell extrapolation and suggest that in this case it is small. In any case, for ionized defects these 

sources of uncertainty become somewhat moot, since the formation energy depends on the Fermi level 

which is also not precisely known in experiment. Even so, we estimate uncertainties in Δ6���� and 

Δ6��� to be around 0.3−0.4 eV and 0.1−0.2 eV respectively. As finite size effects are largely under 

control in this case, these mainly arise from the selection of DFT computational engine. We estimate the 

uncertainty in the migration energy to be smaller than the formation energy as it is obtained as a 

difference between defect-containing supercells (metastable and transition state). With linear summation 
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of the uncertainties and average values of Δ6���� and Δ6��� taken to be 0.35 eV and 0.15 eV 

respectively, the composite uncertainty in Δ6 equals 0.5 eV. With a characteristic temperature of 700 °C, 

kBT lies near 0.1 eV, resulting in an uncertainty r(G/./0 that is therefore about 5. 

4.B.2. Computational Entropies 

As the computational determination ∆����� and ∆����	has not been commonly practiced, there 

is little literature base. We surmise that the largest source of uncertainty in the calculation of 

entropy components arises from finite size effects. Although the supercells used here are large 

compared to previous efforts [22,63,74–76] on the whole they remain small. This is evident from 

the mostly negative entropies obtained for the finite supercells used here. The need to extrapolate 

to the thermodynamic limit introduces a relatively large uncertainty. Effects of anharmonicity 

and other considerations may also be relevant, but are not accounted for by the quasiharmonic 

model used here (Eq. 9). Anharmonic shifts of phonon frequencies and broadening of the phonon 

spectrum with changing temperature can be substantial (a few tenths of an eV per atom [77–81], 

especially at high temperatures). It is not straightforward, however, to isolate the uncertainties 

arising from finite size effects, anharmonicity, and other considerations in the estimate of defect 

entropies. The uncertainties ∆����� and ∆����	are probably of about equal magnitude. We 

estimate an aggregated uncertainty in the entropy r∆E ./⁄  of 5, which is comparable to the 

uncertainty in ∆E introduced by the energy computations. 

4.B.3. Experimental Errors 

Self-diffusion coefficients may be measured in several ways. However, the sensitivity of SIMS 

permits self-diffusion measurements at lower temperatures than many other methods, and more 

importantly enables use of the atomically clean surfaces required to generate interstitial atoms. 
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Fundamentally, SIMS measurements yield concentration profiles. Transformation of these 

profiles into D* and its constituent components requires modeling, for which there exist two 

primary approaches when surfaces play a major role. 

One approach employs analytical solution of differential equations. This approach yields only 

D* and two composite kinetic quantities (net injection flux and mean diffusion length for 

sequestration), but may be used with no specific defect-disorder model. The other approach 

involves detailed microkinetic modeling that yields both D* and numerous thermodynamic and 

kinetic parameters corresponding to specific elementary steps. Yet implementation of this 

approach requires specific assumptions about the nature of those elementary steps and the defect 

disorder thermodynamics. Such assumptions often represent only educated guesses. 

Sequestration of Oi in TiO2 represents an example of a mistaken guess; sequestration was 

originally believed to occur by kick-in to the lattice [15], but is now known to occur in extended 

defects [82]. Even with an accurate sequestration model, both approaches suffer from random 

and systematic uncertainties, but manifest them in different ways. 

Random errors arise primarily from SIMS metrology limitations that have been reviewed 

extensively elsewhere [16,83]. For measurements of D* in semiconductors like TiO2 and ZnO 

where the mobile interstitial atoms move many atomic diameters before sequestration, the 

profiles tend to be deep and wide. This shape limits the dynamic range of concentrations 

available in any single profile, so that SIMS errors propagate as follows. 

The analytical approach method aggregates the concentration vs position data profile-by-profile 

with all data points within each profile given the same weight in a least-squares fit. The net 

consequence is that concentration data with large standard deviations enter with the same 

weights as higher quality data with smaller standard deviations. The resulting uncertainty in D* 
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ranges from ±15% in favorable cases to a factor of two in unfavorable ones. Error bars on the 

activation energies for D* and the related composite parameters range from 0.15 to 0.35 eV. 

The microkinetic approach aggregates all the concentration data at once in a single global 

optimization problem. Each data enters with a weighting that varies inversely with its standard 

deviation, meaning that higher quality data are assigned greater weight. The error bars in energy-

related parameters therefore tend to be much smaller than for the analytical approach – often by a 

factor of two to four (i.e., always below 0.1 eV). For reasons that are not yet understood, the 

error bars on the corresponding pre-exponential factors tend to be a bit larger, meaning that 

uncertainties in D* are only somewhat smaller. 

It is important to mention systematic errors originating from the unavoidable use of important 

simplifying assumptions. These assumptions and their limitations have been detailed 

elsewhere [16,83]. The analytical approach employs a deep-bulk boundary condition for the 

mobile species that is independent of T and 9JK , and therefore tends to underestimate the T 

dependence compared to the microkinetic approach. However, the microkinetic global 

optimization procedure requires initial parameter guesses. Often there is little a priori basis for 

these guesses, leading the objective function to settle into local extrema or vary too slowly for 

full convergence. This effect afflicts primarily pre-exponential factors [16], but the optimization 

procedure compensates by returning skewed values for the corresponding activation energies. 

Importantly, such systematic uncertainties do not permit quantification in terms of conventional 

standard deviations, and require a more sophisticated uncertainty analysis [84,85]. The results of 

such an analysis depend greatly upon the details of the specific approach employed to yield 

diffusivities, and well as the specific experimental conditions employed. Such an analysis lies 

beyond the scope of this paper. However, the fitting procedures for D* employed in both the 
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analytical and microkinetic approaches typically compensate to a large extent the errors 

introduced by simplifying approximations and assumptions. Thus, the values of D* tend to be 

fairly accurate for the analytical approach (a factor of two or better), although the composite 

parameters returned are not directly comparable to the output of DFT computations. The values 

of D* from the microkinetic approach also tend to be comparably good when averaged over the 

entire experimental temperature range, although the temperature dependence of D* is sometimes 

poorer than for the analytical approach. But the microkinetic approach yields parameters that 

may be compared directly with the output of DFT computations. The best mode of connection 

between “experiment” and “first-principles computation” is therefore a matter of judgement. In 

the present case of oxygen in rutile, the two experimental approaches fortunately yield results 

that are largely self-consistent, especially for D*. 

4.B.4. Unified Uncertainty Analysis 

From Eq. (10) and estimated uncertainties r∆G ./0⁄  and r∆E ./⁄  for non-dimensional energy and 

entropy of 5 each, the composite uncertainty is determined as rsto = ±7, which corresponds to a 

factor of about 103. Because the all the factors comprising o other than D* are assumed to have 

no error, all the uncertainty in o may be ascribed to D*. The colored bands in Fig. 4a indicate 

the corresponding composite uncertainty in D* computed from first principles. These bands 

indicate an uncertainty of about a factor of 103 on either side of the corresponding most-likely 

Arrhenius plots. The uncertainty in the experimental results of about a factor of two that is too 

small to depict easily on the expanded vertical scale of Fig. 4a. 

The colored blue band for neutral Oi is sufficiently wide to that it does not completely exclude 

this pathway from consideration, especially because of some imprecision in the estimates of 

r∆G ./0⁄  and r∆E ./⁄ . However, the colored bands are narrow enough to be useful in assessing the 
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relatively likelihood of diffusional mediation by the two charge states, with the balance tipping 

heavily toward the (−2) state. 

In general, it seems that the accuracy of entropy computations by first principles have 

progressed to the point where they can help distinguish between diffusional mechanisms. Even 

though the entropic contributions to D* are rather small for the present system, that is not the 

case for semiconductor diffusion in general (as mentioned in the Introduction). It is plausible to 

believe that entropy calculations contribute uncertainties to D* that are comparable to those for 

energy. The composite uncertainty seems to limit the accuracy of first-principles calculations to a 

factor of within a factor of ±103, which should be sufficient to distinguish among diffusional 

species and pathways in many systems. 

5. Conclusions  

We use a first-principles approach to estimate self-diffusion coefficients of oxygen interstitials 

in rutile TiO2, and make a direct quantitative connection to prior isotope diffusion experiments. 

First-principles DFT calculations of defect energies and entropies, which are aggregated to 

predict the self-diffusion coefficient, are presented. The presented results validate the identity of 

the key mobile species as negative doubly ionized Oi
–2, which adopts a split interstitial 

configuration and diffuses via an interstitialcy mechanism. This work highlights some of the 

challenges associated with making such a comparison and the main sources of uncertainty that 

arise due to computed energy and entropy contributions. While uncertainties due to defect 

formation and migration entropies remain significant, they now approach those associated with 

defect formation and migration energy. Even so, in general we estimate uncertainties in 

computed self-diffusion coefficients of around three orders of magnitude across a wide span of 
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temperatures and oxygen partial pressures, demonstrating that direct connections between 

computation and experiment are now increasingly possible. 
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Figures 

 

Figure 1. Configurations of (a) neutral dumbbell Oi
0 and (b) doubly ionized split Oi

–2 in rutile 
TiO2. Titanium atoms, oxygen atoms, and oxygen interstitials are represented as blue, red, and 
green spheres, respectively. (c) Defect formation energy as a function of the Fermi level for Oi

0 
and Oi

–2 for prior oxygen rich experimental annealing conditions (T = 700 °C and 9JK= 1.0×10–5 
Torr). The red solid line presents the stable defect configuration, and Du and Sp indicate 
dumbbell and split configurations, respectively. 
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Figure 2. Minimum energy pathway showing selected configurations for the migration of (a) 
dumbbell Oi

0 and (b) split Oi
–2 in rutile TiO2 diffusing via interstitialcy mechanism. The split 

interstitial path traverses from a tetrahedral to a metastable octahedral interstice of the rutile 
lattice. Titanium ions, oxygen ions, and oxygen interstitial defect are represented as blue, red, 
and green spheres, respectively. 
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Figure 3. Formation entropy for neutral dumbbell and negative doubly ionized split ((a) and (b)), 
and migration entropy for neutral dumbbell and doubly negative ionized split ((c) and (d)) for 
different supercell sizes (48, 72, 216 atoms). The insets show extrapolation to the 
thermodynamic limit (1/N → 0) using a weighted least squares regression approach at T = 700 C. 
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Figure 4. Oxygen self-diffusion coefficient D* in rutile TiO2 from DFT calculations obtained as 
a function of (a) temperature at 9JK= 1.0×10–5 Torr and (b) oxygen partial pressure (9JK) at T = 
700 oC. Blue circles indicate Oi

0, red triangles indicate Oi
–2, and open diamonds indicate results 

from previous SIMS experiments [14]. The aggregated SIMS data were analyzed using two 
different approaches. Solid and dashed lines indicate analytical and microkinetic 
approaches [14–16], whose results nearly overlap. For Oi

–2, results corresponding to a Fermi 
level in the semiconductor of 1.58 eV (obtained via maximum-likelihood estimation) are shown. 
In (a), the shaded area corresponds to a composite uncertainty of ±7 around the computed D*. 

DFT (Oi
0), DFT (Oi
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Table 1. Formation (∆�����\�] ) and migration (∆����\�] ) entropy for phonon vibration on neutral and 
doubly ionized negative oxygen interstitial in rutile TiO2 at constant volume at T = 700 oC. 
 

Supercell size 

/ atoms 

∆��������  / k
B
 ∆�������

 / k
B
 

��� ��d� ��� ��d� 
48 −1.25 −2.18 −0.92 −0.23 
72 −0.62 −0.57 −0.01 −0.02 

216 −0.15 −0.19 −0.03 −0.03 
∞ −0.04(08) 0.30(59) 0.33(45) 0.02(10) 
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Table 2. Summary of first-principles DFT results for oxygen self-diffusion via interstitialcy 
mechanism along the [110] direction in rutile TiO2. We compare our DFT-computed quantities 
with those obtained by a microkinetic model from previous isotope experiments [15,16]. We 
present the formation energy (∆6����) estimated at the Fermi energy of 1.58 eV. 
 

Diffusion 

parameters 

DFT calculations 
SIMS experiments ��� ��d� (��= 1.58 eV) 

∆6���� / eV 2.60 ± 0.40 1.17 ± 0.40 0.8 

∆6��� / eV 0.59 ± 0.16 0.65 ± 0.19 0.65 ± 0.1 

∆����� / kB −0.04 ± 0.08 0.30 ± 0.59 1.10 ± 0.01 

∆���� / kB 0.33 ± 0.45 0.02 ± 0.10 4.98 ± 0.36 
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