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A Molecular Dynamics Investigation Of Actinyl-Ligand
Speciation In Aqueous Solution†

Ken Newcomb,∗a Surya Prakash Tiwari,bc, Neeraj Rai,d and Edward J. Maginna

Actinyl ions (AnOn+
2 ), the form in which actinides are commonly found in aqueous solution, are im-

portant species in the nuclear fuel cycle. These ions can form stable complexes with ionic ligands
such as OH−, NO−3 , Cl−, and even other actinyl ions in the aqueous phase. Knowledge of the
relative stabilities of these complexes is important for the efficient design of separation processes
used in recycling. These complexes also play a major role in the formation of actinide nanoclus-
ters. A quantitative treatment of the stability of these actinyl ion complexes is therefore warranted.
In the present work, molecular dynamics (MD) simulations have been performed to calculate the
potential of mean force (PMF) between two actinyl ions (UO2+

2 and NpO+
2 ) and various ligands

(F−, Cl−, OH−, NO−3 , SO2−
4 , CO2−

3 , Na+, and H2O) in explicitly-modeled aqueous solution. Equi-
librium constants were calculated from the PMFs, and are consistent with experimental trends.
Dication actinyls show stronger affinity for anions compared to monocation actinyls, whereas the
opposite is true for cation-cation interactions between actinyls. Finally, the dynamics of actinyl-
ligand contact ion pair (CIP) dissociation were characterized by calculating rate constants from
transition state theory. The transmission coefficient, a dynamical correction factor used to correct
for reaction barrier recrossing, was calculated for each actinyl-ligand CIP dissociation event.

1 Introduction
The International Union of Pure and Applied Chemistry (IUPAC)
defines speciation as the distribution of an element amongst the
defined chemical species in a system. Understanding the specia-
tion of metal ions in the aqueous phase is important, as it makes
the basis for predicting the behavior of metal ions in the environ-
ment, biological systems, analytical chemistry, extractive metal-
lurgy, and other chemical processes1–3. The speciation of actinyl
ions in the aqueous phase is critical for a fundamental under-
standing of the behavior of nuclear materials. For example, in the
event that nuclear waste is accidentally discharged to an aquifer,
actinyl ions will form complexes with various ionic ligands natu-
rally found in water such as Na+, Cl−, OH−, F−, NO−3 , CO2−

3 and
SO2−

4 , thereby affecting the mobility of discharged nuclear waste
in the environment. Furthermore, the recycling of spent nuclear
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fuel and stored nuclear waste often requires contact with water
and dissolved ions. A knowledge of the thermodynamics and ki-
netics of complex formation is needed for rationally choosing the
appropriate ligands in designing efficient separation processes.
Finally, ionic ligands also play a very important role in actinide
nanocluster formation4.

Several ab initio calculations3,5–14 and classical molecular dy-
namics (MD) simulation studies12,15–17 have been conducted to
examine the interaction between the uranyl ion and various lig-
ands such as water, nitrate, acetonitrile, fluoride, and chloride.
In these studies, structural properties such as the radial distribu-
tion function and uranyl ion-ligand bond lengths were calculated,
in addition to binding energies between uranyl ion and ligands.
Vukovic et al.3 used density functional theory (DFT) and the inte-
gral equation formalism/polarizable continuum model (IEF-PCM)
to predict the stability constants (K1) for the formation of 1:1
uranyl-ligand aqueous complexes for 18 different negative oxy-
gen and oxime-based donor ligands. The theoretical calculations
correctly determined the order of UO2+

2 -ligand stability but signif-
icantly overestimated the absolute logK1 values because of the in-
accurate modeling of ion solvation free energy. Dang et. al.18 de-
veloped a polarizable force field for the study of water exchange
around the uranyl ion. Transition state theory (TST) was applied
to calculate the rate of water exchange as a function of pressure.

Although previous studies of uranyl ion-ligand interactions pro-
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vide a very good insight on their association, a knowledge of the
process of complex formation along with an identification of the
topologies for different extents of complexation will be more help-
ful in understanding the association. Furthermore, since molec-
ular dynamics can accurately model solvation and requires less
computational power than DFT, determining stability constants
from MD simulations is an attractive proposition.

In our previous work19–22, we developed force field parameters
for actinyl ions in water. We further calculated several thermody-
namic properties of actinyl ions using MD simulations. In addi-
tion, we studied the mechanism and kinetics of water’s exchange
into the actinyl ion’s solvation shells. In the present work, we in-
vestigate the association between actinyl ions and various ligands
viz., Na+, Cl−, OH−, F−, NO−3 , CO2−

3 , SO2−
4 , and H2O. We choose

divalent cation-UO2+
2 and monovalent cation-NpO+

2 for this study,
since UO2+

2 and NpO+
2 ions are the most commonly found states

of U and Np in water. The adaptive biasing force (ABF) algo-
rithm23 has been used to calculate the potential of mean force
(PMF), which represents the free energy change as a function of
distance between actinyl ion and ligand in solution. Using the
PMF calculations, stability constants were computed and com-
pared with experimental results. A detailed structural analysis
was performed by calculating the spatial distribution functions
for the attachment of anionic ligands to actinyl ions. Finally,
the TST dissociation rate constants were calculated for a variety
of ligands. By performing simulations in the constrained reac-
tion coordinate ensemble24, a dynamical correction factor to TST
known as the transmission coefficient was calculated for each dis-
sociation event. This factor allows for the calculation of the true
ligand dissociation rate by accounting for barrier recrossing.

2 Theory and Computational Details
2.1 Force Field Development

All calculations were performed using a classical force field. The
non-bonded interactions were modeled with Lennard-Jones (LJ)
and Coulomb potentials, while bond stretching and angle bending
were modeled with harmonic functions, as in our previous stud-
ies. Force field parameters (FFPs) for interactions between the
atoms of actinyl ions and SPC/E water25 (σAnOw, εAnOw, σOAnOw,
εOAnOw, and the partial atomic charges of the actinyl ions) were
also taken from our previous work.20 To obtain the interaction be-
tween atoms of the actinyl ion and ligand of interest, the Lorentz-
Berthelot (LB) combining rule was used26. This methodology
was used to calculate the σii and εii for the An-An and OAn-OAn
interactions; the parameters are shown in Table 1.

Table 1 AnOn+
2 - AnOn+

2 LJ interaction parameters, generated by LB mix-
ing rules. Atom centers are shown in bold type.

type σii (nm) εii (kJ/mol)
An-An 0.295 0.530
OAn-OAn 0.383 0.057

The accuracy of these LJ parameters generated by LB combin-
ing rules was verified by quantum mechanical (QM) calculations.

The classical potential energy surfaces (PESs) generated from the
use of the combining-rule overlap reasonably well with the QM
PESs, as shown in Fig. 1. The classical PESs are slightly more
repulsive at intermolecular distances shorter than 0.4 nm. Fortu-
nately, configurations with such short distances are very repulsive
and have an extremely low probability of occurrence. Therefore,
the use of the LB combining rule to produce these parameters is
justified.
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Fig. 1 (a) Configurations used to generate potential energy surfaces. (b)
Comparison between potential energy surfaces obtained from QM calcu-
lation and classical potential with parameters obtained using LB combin-
ing rules for UO2+

2 -UO2+
2 interaction for different configurations.

Given σii and εii for atoms of the actinyl ion, the LB combining
rule was further used to obtain the interaction between the actinyl
ion and various ligands. FFPs for various ligands were obtained
from the literature and are well tested for their use in aqueous
phase simulations. The parameters used in this work can be found
in the Supplementary Information (SI).

As done previously, a QM PES was generated for each actinide-
ligand pair to compare against the classical PES generated by
applying combining rules. An overbinding between the actinyl-
ligand pair was observed. We attribute this overbinding to the
use of an unsolvated ligand. We have therefore chosen to use the
classical PES for all calculations. For completeness, the process of
fitting the QM data to LJ plus Coulombic functional form, along
with the generated parameters, can be found in the SI.

2.2 Potential of Mean Force Calculations

The potential of mean force (PMF), W (r)27–30, gives the free en-
ergy change along some reaction coordinate r, and is defined from
the average distribution function 〈ρ(r)〉

W (r) =−kBT ln[〈ρ(r)〉]+C (1)

where 〈ρ(r)〉=
∫

dqδ (r
′
(q)− r)e−U(q)/kBT∫

dqe−U(q)/kBT
, (2)

kB is the Boltzmann constant, T is the absolute temperature, U(q)
is the total energy of the system as a function of coordinates q,
r
′
(q) is a function of a few particular degrees of freedom in the

system such as distance or angle, and C is an arbitrary constant.
The PMF quantifies the relative probabilities of different states.
It is thus useful in describing relative stabilities of different con-
formational states, the attraction between two species, and transi-
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tion probabilities31. In this study, r is defined as the actinyl-ligand
distance.

The calculation of W (r) or 〈ρ(r)〉 from a standard MD simula-
tion is often impractical, since the presence of large free energy
barriers along r may prevent an accurate sampling of the configu-
rational space within the available computer time.32 As a result,
a PMF obtained in this way will have poor statistics compared to
a PMF obtained from an enhanced sampling technique such as
ABF23. ABF accrues a running estimate of the the average force
between the uranyl-ligand pair, and applies an equal and opposite
biasing force. This average force F is equal to the derivative of
the potential of mean effective force (PMEF), denoted We f f (r):

F =
d
dr

We f f (r) =
d
dr

A(r;T,V,N) (3)

where A is the Helmholtz free energy. The PMEF is related to the
PMF through a entropic correction factor, which accounts for the
increase of configurations on a sphere of a radius r:

W (r) =We f f (r)+2kBT ln(r) (4)

Finally, the resulting PMF was calibrated with the screened
Coulomb potential, discussed in a later section.

2.2.1 PMF Calculation using ABF

In this work, the following procedures were adapted for obtain-
ing the PMF between an actinyl ion and a ligand in the aqueous
phase as a function of distance between their center of masses, r.
A cubic box with ∼ 3.12 nm edge lengths was used in all PMF sim-
ulations. One actinyl ion, the ligand of interest, and 1000 SPC/E
water molecules were placed inside the box. Periodic boundary
conditions were incorporated in all three directions. Long-range
electrostatic forces were handled using particle-mesh Ewald33,34

(PME). A switch function was used for the LJ and Coulombic in-
teractions, which is turned on at 1 nm to make the force smoothly
go to zero at a distance of 1.2 nm. MD simulations were car-
ried out in the NVT ensemble using the density computed from
NPT simulation at 1 atm and 298.15 K. A calculation consists of
four independent ABF simulations (“walkers”), each running for
50 nanoseconds. 300 histogram bins were used to store the av-
erage force along the collective variable (CV). The biasing force
was turned on gradually using a linear ramp over 500 time steps
to avoid instability. Three independent calculations of the PMF
were computed to estimate error from the standard deviation.

2.3 Calculation of Stability Constants (Ka)
One fundamental characterization of 1:1 metal-ligand binding is
the stability constant (also referred to as association, formation,
or equilibrium constant). This thermodynamic quantity gives the
relative presence of one metal-ligand binding state to another.
In the present work, we will use the term “stability constant”,
following the convention adopted by the Nuclear Energy Agency
(NEA) and others3,35,36.

The equilibrium reaction in dilute aqueous solution between
two free species A and C to form an associated complex A:C can

be denoted by:

A(aq)+C(aq)
Free ions

Ka−−⇀↽−− A : C(aq)
Associated

(5)

To simplify the formulation, we ignore polycluster formation.
This assumption is later justified: the addition of more than one
ligand to the actinyl ion is associated with a large free energy
penalty. The association process denoted by the above equation
can be divided into a multi-step mechanism given in terms of
contact ion pair (CIP), solvent shared ion pair (SIP) and solvent
separated ion pair (2SIP) to form a combined associated com-
plex29,37, and can be represented as:

A(aq)+C(aq)
Free ions

K1−−⇀↽−− A...C
2SIP

(aq)
K2−−⇀↽−− A..C

SIP
(aq)

K3−−⇀↽−− AC
CIP

(aq) (6)

The concentration of combined association complex A:C can
be written as the sum of individual concentrations of CIP, SIP and
2SIP:

A : C(aq)
Associated

= A...C
2SIP

(aq)+A..C
SIP

(aq)+AC
CIP

(aq) (7)

Equilibrium constants, in practice, are defined by the ratio of
their concentrations rather than their activities for dilute solu-
tions. The equilibrium constants, Ka, K1, K2 and K3, defined by
the equilibrium reactions in Eq. 5 and Eq. 6 are given by:

Ka =
[A : C]
[A][C]

(8a)

K1 =
[A...C]
[A][C]

(8b)

K2 =
[A..C]
[A...C]

(8c)

K3 =
[AC]
[A..C]

(8d)

where square bracket denotes the concentration. It should be
noted that in some literature, β is used to denote overall associ-
ation constant Ka, and Ki is used for the consecutive or stepwise
formation constant. However, in the present work, we will use
the notations given in Eq. 8.

For two species A and C in an aqueous phase, the intermolec-
ular distance between them can be used to identify free, overall
associated, CIP, SIP, and 2SIP states. The limits of these distances
can be determined from a PMF plot as shown schematically in
Fig. 2. Let’s examine Fig. 2 from the left. The region containing
the first local minimum represents the CIP, bounded by r0, and r1.
r0 is identified by the closest actinyl-ligand distance sampled, and
in practice, the equilibrium constant calculation is insensitive to
this value. r1 is identified by the first local maximum in the PMF.
The SIP is represented by the second minimum and is bounded
by the local maxima r1 and r2, while the 2SIP is represented by
the third minimum and bounded by the local maxima r2 and r3.
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Fig. 2 Schematic representation for definitions of various ion-pairs
zones.

The entire region from bounded to the left of r3 is considered as
an associated complex, and the species A and C, separated by a
distance more than r3, are considered as free or dissociated. rn

is the distance at which the PMF is calibrated to the value of the
screened Coulomb potential, explained below.

Taking Bjerrum’s approach37,38, the equilibrium constants for
infinitely dilute solutions can be obtained from the potential of
mean force profiles. They are given by the following expres-
sions,29,37,39–41 where integrations are performed over the re-
gions containing ion pairing species:

Ka = 4πC
∫ r3

r0

exp
[
−W (r)

kBT

]
r2 dr (9)

K1 = 4πC
∫ r3

r2

exp
[
−W (r)

kBT

]
r2 dr (10)

K2 =

∫ r2
r1

exp
[
−W (r)

kBT

]
r2 dr∫ r3

r2
exp
[
−W (r)

kBT

]
r2 dr

(11)

K3 =

∫ r1
r0

exp
[
−W (r)

kBT

]
r2 dr∫ r2

r1
exp
[
−W (r)

kBT

]
r2 dr

(12)

C is simply the conversion factor from cubic nm per molecule to
cubic decimeters per mole. The exponential terms in the above
equations are radial distribution functions, and the overall inte-
grals are number integrals or cumulative distribution functions
for the interaction between two species A and C. A rigorous
derivation of the above equations can be found in the paper by

Chialvo et al.39. An accurate calibration of the PMF is needed to
calculate precise association constants. In the literature, calibra-
tion is done in the following ways. A simple way is to make the
PMF equal to zero at a long distance.42,43 However, interactions
between ions won’t be zero at these distances due to the long
range nature of the Coulomb potential. The second method is
to make the PMF equal to the Coulomb potential ( q1q2e2

4πε0εr
) at long

distance.44 The third method is to calculate the free energy at a
given distance and then adjust PMF accordingly40. The fourth
method, adopted in this work, is to make the PMF equal to the
screened Coulomb potential ( q1q2e2

4πε0εr

e−κr

r ) from Debye-Hückel the-
ory45 at long distance, rn = 1.0 nm.29,46,47. This method was
chosen based on a compromise of speed vs. accuracy. κ−1 is the
Debye decay length45, and is given by

κ = [ε0εrkBT/Σe2(zk)2nk
b]

1/2 (13)

where nk
b is the average (bulk) concentration of species k, and a

dielectric constant of εr=76 for SPC/E water48 was used.

2.4 Determination of Dissociation Rate Constants

The interaction between an actinyl ion and ligand, forming a CIP,
can be further quantified by dissociation rate constants. In the-
ory, the rate of ligand dissociation can be directly extracted from
an MD trajectory. However, for events that occur on timescales
inaccessible by MD, one can apply classical transition state theory
(TST)31,49 to calculate the rate. The critical assumption of TST
is that each time the reactants pass through the transition state,
they proceed to products and thermalize in the product state be-
fore recrossing again. The transition states are identified by the
maxima in PMF, separating one actinide-ligand binding state from
the next. According to the TST formalism, the rate constant is the
product of the average (forward) velocity of the actinide-ligand
pair and the probability of being at the transition state:

kTST = 〈ṙ(0)θ [ṙ(0)]〉r‡ p(r‡) (14)

where r‡ is the location of the transition state, ṙ(0) is the rate of
change of distance between the actinide and ligand at t = 0, θ is
the Heaviside function, and p(r‡) is the probability of achieving
the transition state. The angle brackets 〈...〉r‡ indicate a canoni-
cal ensemble average over all possible configurations where the
system is found at the transition state. The first term, the average
rate of displacement of the actinide-ligand pair, was calculated
using Maxwell-Boltzmann statistics. The second term was calcu-
lated from the PMF. Using the two terms, kTST is:

kTST =

√
kBT
2πµ

r‡2e−βW (r‡)∫ r‡

0 r2e−βW (r)dr
=

√
kBT
2πµ

e−βWeff(r‡)∫ r‡

0 e−βWeff(r)dr
(15)

where µ is the reduced mass of the actinyl-ligand pair.
It is clear that this formulation will overpredict the rate of lig-

and dissociation, since all forward moving trajectories do not di-
rectly proceed to products, but recross the transition state one or
more times before thermalizing in the product well. We can cor-
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rect this assumption by the introduction of a dynamical correction
factor known as the transmission coefficient50, denoted by κ:

kactual = κkTST (16)

While a plethora of expressions exist for the calculation of the
transmission coefficient, the effective positive flux (EPF) method
is a particularly robust and fast-converging method51. In essence,
the EPF method ensures that only true A→ B events are counted,
and only counted once in the case of multiple barrier passes. The
transmission coefficient κ is calculated from the plateau value of
the normalized reactive flux, k(t)31, which is computed in the
constrained reaction coordinate ensemble24. The expression is
given by49,52–55

k(t) =
〈ṙ(0)θ [ṙ(0)]χ[−t]θ [r(t)− r‡]〉r‡

〈ṙ(0)θ [ṙ(0)]〉r‡
(17)

The function χ(−t) returns 0 if the backwards trajectory re-
crosses the transition state between t = 0 and t = -t, and returns
1 otherwise. To calculate the transmission coefficient, 2000 inde-
pendent configurations were generated with the reaction coordi-
nate (the actinide-ligand distance) constrained to the transition
state. The constraint was then released, velocities were assigned
according to the Maxwell-Boltzmann distribution, and the trajec-
tories were followed forwards and backwards in time for 4 ps.

As a final remark, for a reaction that occurs without any barrier
recrossing, the normalized reactive flux will be unity for all time.

2.5 Polyionic Association Study

To explore the possibility of multiple ligands binding to the
actinyl, the UO2+

2 /Cl− simulation was performed with four Cl−

ligands. We wished to understand the free energy change as a
function of Cl− coordination around the uranyl ion. From this
information, the most probable actinyl-ligand state could be de-
termined. Coordination number is a discrete variable, while ABF
relies on continuous, differentiable CVs. Therefore, a smooth
switching function was used to differentiate between different
actinyl-ligand binding states.56,57 The switching function used in
this study, si j, is defined as:

si j =
1−
(

ri j−d0
r0

)n

1−
(

ri j−d0
r0

)m (18)

where ri j is the distance between the uranyl ion and the jth Cl−,
and d0, r0, n, and m are free parameters. These parameters are
chosen such that si j is equal to 1 when the Cl− is coordinating the
uranyl ion, and 0 when the Cl− is in free solution. The UO2+

2 /Cl−

PMF was used to guide our choice of parameters. For this study,
we used d0 = 0, r0 = 0.4 nm, n = 12, and m = 24. The coor-
dination number is calculated as a sum over four such switching
functions, and therefore takes on values 0 to 4, representing the
various actinyl-chloride binding states.

2.6 Software Used

Gaussian 0958 was used for all the QM calculations. Single preci-
sion GROMACS-4.5.6 and 5.0.559,60 was used for all the molecu-
lar dynamics simulations. The SSAGES software suite61 was used
for its ABF implementation. Spatial distribution functions (SDFs)
were created using the TRAVIS program.62 VMD63 was used for
visualization. The PMFs were integrated using MATLAB 2015b.
The normalized reactive flux function was calculated using an in-
house Python code.

3 Results and Discussion

3.1 Free Energy Calculations and Stability Constants

The free energy change associated with forming the CIP complex
was found to vary greatly by ligand. For example, the activation
energy associated with breaking the UO2/F− CIP was found to
be approximately 78 kJ/mol, but only 24 kJ/mol in the case of
UO2/Cl−. This disparity is illustrated in Fig. 3.
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Fig. 3 PMF plots for UO2/Cl− and UO2/F− systems, as a function of r,
the actinyl-ligand center of mass distance.

Since both F− and Cl− are monatomic, monovalent anions,
but exhibited significantly different binding affinity, a paramet-
ric study was performed to investigate the effect of various force
field parameters on the strength of ligand binding. In particular,
the σ and ε parameters corresponding to the ligand were varied.
It was found that the binding energy has a strong dependence on
the σ parameter, which controls the ionic radius, and is rather in-
sensitive to ε, which controls the strength of attractive dispersion
interactions. The PMFs generated from this study can be found in
the SI.

The CO2−
3 and SO2−

4 systems have two similar configurations
that correspond to the CIP. These two configurations are shown
for the UO2/SO2−

4 system in Fig. 6. The monodentate configu-
ration, located at 0.383 nm separation, corresponds to a single
oxygen of the sulfate interacting with the uranyl cation. As the
ligand is brought closer, the sulfate ion will rotate such that two
oxygens can coordinate with the uranyl, and a stable bidentate
configuration is found at 0.313 nm separation. The bidentate
state is less favorable by about 15 kJ/mol.

From the PMFs for each actinyl-ligand system, stablility con-
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2 and various ligands.

Strong ligands are shown on the left, and weak ligands are shown on
the right.
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Fig. 6 PMF plot for UO2/SO2−
4 system. The CIP consists of two config-

urations, as shown.

stants were calculated, and are shown in Table 2. The ligands
are classified according to the strength of their binding with the
actinyl ion; strongly interacting ligands bind with energies greater
than 50 kJ/mol, while weakly interacting ligands bind on the or-
der of 10 kJ/mol. Highly charged and small ions, like F−, OH−,
CO2−

3 , SO2−
4 are strongly interacting ligands, whereas Cl−, NO−3

and water are weakly interacting ligands. Bigger ligands such as
CO2−

3 , SO2−
4 , and NO−3 have a larger CIP distance than smaller

ligands. Monovalent ligands with a smaller radius such as F−

and OH− have a much deeper free energy minimum than larger
monovalent ligands and hence make a much stronger CIP com-
plex. This is reflected in the stability constants, shown in Table 2.
The constant for the formation of CIP K3 is the primary contribut-
ing factor to overall stability constant Ka for strongly interacting
ligands, whereas SIP and 2SIP contribute primarily towards the
association for weakly interacting ligands. Association decreases
in the order CO2−

3 > OH− > F− > SO2−
4 > NO−3 > Cl− > H2O. The

interaction between NpO+
2 and different ligands follow a similar

trend for the strong ligands, while the association of the weak
ligands decreases in the order Cl− > H2O > NO−3 . In addition,
association with the monocationic uranyl is weaker.

The trends of stability constants agree well with experimental
values, although there isn’t quantitative agreement. A number
of factors likely contribute to this disagreement. First, the exper-
iments were performed at a finite actinyl/ligand concentration,
and the results were corrected using specific ion theory (SIT)
to calculate infinite-dilution association constants. Our calcula-
tions were performed with a single actinyl-ligand ion pair, which
corresponds to approximately 0.05 M. Secondly, actinyl/ligand
speciation and association constants are highly sensitive to pH.
For example, it has been experimentally demonstrated65 that
UO2+

2 /CO2−
3 do not form complexes at very high pH. As the pH is

reduced to approximately 5, UO2(CO3) complexes are the dom-
inant species in solution. At pH values of 6 and 8, UO2(CO3)

2−
2

and UO2(CO3)
4−
3 become the dominant species. Our simulations

have an undefined pH, since our water model does not incor-
porate autoionization. Thus, the key finding is that the relative
trends are captured, and association constants are predicted for
ligands for which no experimental data exist.

To demonstrate the polyionic association, Cl− ions were gradu-
ally added to UO2+

2 to form the [UO2Cln]2−n−Cl− complex, where
n is the actinyl-ligand coordination number, equal to 0, 1, 2, 3, or
4. The free energy as a function of actinyl coordination number
is shown in Fig. 7. The free energy change from n = 0 to n = 1 is
in good agreement with the PMF shown in Fig 4, without the en-
tropy correction. The addition of the first chloride induces a free
energy change of about 5 kJ/mol. It can be seen that the addition
of each chloride ion gets more and more difficult as n increases.
Therefore, it can be concluded that the uranyl dication prefers to
be completely solvated by water in the presence of chlorides. The
n = 3 and 4 states were particularly difficult to sample, so the
error is large compared to the other states.

The PMF plots for the cation-cation interactions (CCIs) are
shown in Fig. 8. Two small cations electrostatically strongly repel
in the gas phase, but in the aqueous phase, the dielectric shield-
ing of water allows some room for association between the two
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Table 2 Stability constants (Ka) for AnOn+
2 +Lm− Ka−−⇀↽−− [AnO2 · · ·L]n−m in the aqueous phase

Ligand K1 K2 log10 K3
log10 Ka

Present work Experiments Reference
UO2+

2
F− (AMBER) 2.61±0.01 12.69±0.05 9.5±0.1 10.09±0.02 5.16±0.06 35

F− (OPLS) 2.72±0.03 6.16±0.07 8.1±0.2 9.27±0.02
OH− 2.983±0.003 141±4 13.43±0.02 15.071±0.004 8.40 35

CO2−
3 5.34±0.03 171±7 14.32±0.05 17.16±0.01 9.7, 10.1±0.4 35,64

SO2−
4 5.5±0.7 6.5±0.2 6.07±0.07 8.43±0.07 2.9±0.5, 3.35±0.15 64,35

NO−3 2.45±0.01 0.89±0.01 −0.89±0.01 0.639±0.005 0.30±0.15 35

Cl− 1.994±0.005 0.99±0.01 −0.92±0.02 0.626±0.005 *0.17±0.02 35

H2O 0.633±0.003 0.439±0.001 −0.559±0.005 0.019±0.001 -

NpO+
2

F− (AMBER) 1.03±0.02 1.18±0.02 1.92±0.01 2.02±0.01 -
F− (OPLS) 1.20±0.03 1.14±0.02 1.63±0.01 1.88±0.01
OH− 1.20±0.01 2.7±0.3 4.05±0.05 4.555±0.003 4.7±0.2 35

CO2−
3 1.96±0.06 1.50±0.05 4.68±0.02 5.25±0.02 4.81±0.15 35

SO2−
4 2.3±0.1 0.92±0.02 1.09±0.01 1.545±0.002 -

NO−3 1.12±0.08 0.39±0.02 −2.72±0.2 0.20±0.02 -
Cl− 1.12±0.01 0.352±0.003 −1.141±0.009 0.289±0.004 -
H2O 0.863±0.006 0.489±0.001 −0.908±0.001 0.226±0.002 -

∗Not with OECD guidelines
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Fig. 7 Free energy as a function of coordination number, n, for the
[UO2Cln]2−n−Cl− complex.

Fig. 8 PMF plots for CCIs. The NpO+
2 -NpO+

2 T-shaped complex is shown
above the plot.

cations. Association tends to decrease with the increase in the
charges of cations. In particular, the NpO+

2 -NpO+
2 PMF exhibits a

minimum at approximately 0.45 nm, corresponding to an associa-
tion between these two species. Upon analysis of the trajectories,
this state corresponds to the two neptunyl cations in a T-shaped
configuration, as shown in Fig. 8. This T-shaped NpO+

2 -NpO+
2

configuration at 0.42 nm separation has been observed in X-ray
scattering experiments.66.

The CIP, SIP, 2SIP are either absent or difficult to determine in
the case of cation-cation interactions (CCIs), thus only overall sta-
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Table 3 Stability constants for CCIs in the aqueous phase (r3 = 0.887 nm)

Actinyl-Actinyl log10 Ka

UO2+
2 − UO2+

2 −0.85±0.02
UO2+

2 − NpO+
2 −0.29±0.01

UO2+
2 − Na+ −0.340±0.009

NpO+
2 − NpO+

2 −0.214±0.008
NpO+

2 − Na+ −0.19±0.03

bility constants were calculated and shown in Table 3. The order
of association for CCIs are NpO+

2 -Na+ > NpO+
2 -NpO+

2 > UO2+
2 -

NpO+
2 > UO2+

2 -Na+ > UO2+
2 -UO2+

2 . Uranyl-uranyl ions with both
having +2 charges show no association.

3.2 Spatial Distribution Functions
The topologies of the CIP, SIP, and 2SIP can be visualized by
generating spatial distribution functions (SDF). SDF plots depict-
ing the CIP, SIP, and 2SIP for the interaction between UO2+

2 and
various ligands are shown in Fig. 9 and 10. SDFs of water are
also shown for comparison. SDFs showing CIP, SIP, and 2SIP for
UO2+

2 −F− interaction are shown in Fig. 9. The PMFs as well as
the SDFs suggest that the CIP distance of UO2+

2 −F− is slightly
smaller than that of UO2+

2 − water interaction. It also suggests
that F− replaces a water molecule from the first solvation shell of
uranyl ion to form a CIP.

The SIPs for the association of UO2+
2 with strongly interact-

ing ligands and weakly interacting ligands showed distinct struc-
tures. As can be seen in Figure 10, strongly interacting ligands
form a single ring type structure in the equatorial region, whereas
weakly interacting ligands form a two ring type structure in the
biaxial region. This occurs because the interactions between a
weak ligand and UO2+

2 are not strong enough to displace water
from the first solvation shell.

3.3 CIP Dissociation Rate Constants
We have calculated the TST rate constants and transmission coef-
ficients of CIP dissociation for both the UO2+

2 dication and NpO+
2

monocation with the anionic ligands and water. The normalized
reactive flux associated with UO2+

2 −OH− CIP dissociation is given
in Fig. 11. In this case, the plateau value is approximately 0.21,
which indicates that the true rate of CIP dissociation is 21% of the
TST calculation.

Table 4 gives the calculated rate constants for CIP dissociation.
The TST rate constants and transmission coefficients can be found
in the SI. Since the free energy associated with forming the CIP
complex varies greatly by ligand, so do the rates of ligand ex-
change. Size and charge contribute most to the rate of ligand
exchange. Small, highly charged ions like CO2−

3 , F−, and OH−

bind tightly to the actinyl ion and exchange slowly. On the other
hand, larger ions like SO2−

4 and Cl− bind more weakly than CO2−
3

and F−, respectively, giving rise to a faster exchange rate. In ad-
dition, anionic ligands exchange more rapidly with monocationic
NpO+

2 than dicationic UO2+
2 .

The dynamics of water exchange with actinyl dications has
been studied both experimentally and computationally. Experi-

Table 4 Rate constants for actinyl-ligand CIP dissociation

Ligand FFP kUO2+
2

(s−1) kN pO+
2

(s−1)

F− AMBER 8×10−2 ± 2 4×105 ± 1.5
OPLS 2×100 ±1 5×105 ± 0.9

OH− Literature 4×10−5 ± 0.8 6×103 ± 0.9
CO2−

3 Literature 1×10−4 ± 1.6 6×103 ± 0.1
SO2−

4 Literature 1×102 ± 0.3 9×108 ± 2.5
NO−3 Literature 9×108 ± 0.6 1×109 ± 0.2
Cl− AMBER 1×107 ± 0.2 7×109 ± 0.1
H2O SPC/E 7×108 ± 0.1 1×109 ± 0.1

mental studies67–70 of the rate constant for water exchange with
UO2+

2 range from 104 to 106 s−1. In contrast, computational stud-
ies71–73 predict faster exchange dynamics, with rate constants on
the order of 108 s−1. Our calculations predict the UO2+

2 /water
exchange rate to be 7.3×108 s−1. Interestingly, however, com-
puted coordination numbers and the observed exchange mecha-
nism agree with previous computational and experimental stud-
ies. It is also interesting that the fast exchange rate predicted here
is consistent with several of the previous theoretical studies that
found lower free energy barriers than that measured with NMR.

We provide several possible explanations for these observa-
tions. First, the NMR experiments record the exchange between
water that is associated with the cation and water that is in the
bulk. The simulations all consider the exchange dynamics be-
tween the first and second coordination shells of the cation. Even
in the second coordination shell, however, water still experiences
interactions with the cation and cannot be considered to be re-
siding in "bulk" water. Thus the simulations may only be cap-
turing the first rapid part of the exchange process, while the ul-
timate exchange with the bulk captured by NMR takes longer
time. Another explanation is that the models used in the sim-
ulations are simply not sophisticated enough to capture the dy-
namical exchange process between water and UO2+

2 and need
to be improved. In particular, our model does not incorporate
polarization. In a recent study74 of actinide(III) ions, a nonpo-
larizable (Lennard-Jones + Coulomb) force field exhibited struc-
tural properties that were in agreement with both a polarizable
model (Thole). However, the two models showed larger differ-
ences in water exchange dynamics. The present study can serve
as a benchmark for further studies aimed at systematically im-
proving water-actinide force fields.

4 Conclusions
Interactions between UO2+

2 along with NpO+
2 and various ligands

in the aqueous phase were studied. PMFs and stability constants
from MD simulations were calculated for these interactions. First,
force field parameters for the interaction between uranyl ion and
the ligands were developed using QM PES fitting. Derived FFPs
from QM PES fits were over-attractive, as the ligands were not
solvated during QM calculations, yielding a very strong associa-
tion which are not in agreement with experiments. However, FFPs
obtained from the literature and using empirical combining rules
were found to better reproduce the association between actinyl
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(a) (b) (c)

Fig. 9 SDFs for UO2+
2 − F− (AMBER) (Silver = water, Grey = F−). (a) CIP located at 0.222 nm, (b) SIP of F− at 0.4 nm, CIP of water. (c) 2SIP of F− at

0.61 nm, SIP of water.

(a) (b)

Fig. 10 Comparison between two different types of SDFs, depicting the
2nd minima (SIP) of PMF plots. (a) F−, a strong ligand, (b) Cl−, a weak
ligand.
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Fig. 11 The normalized reactive flux, k(t), associated with UO2+
2 −OH−

CIP dissociation.

ions and ligands, and the values of stability constants were in rea-
sonable agreement with those from the experiments. The trends
of stability constants also agreed well with the experiments.

UO2+
2 associated strongly with anionic ligands compared to

NpO+
2 . Two different types of ligands were identified: strongly

interacting and weakly interacting. PMFs of strongly interact-
ing ligands show a much deeper CIP compared to that of weaker
interacting ligands. Further, polyionic association was demon-
strated by consecutively adding chloride ions to uranyl ion. The
subsequent association of chloride ion gets increasingly difficult
with the further addition of chloride ions. Furthermore, associ-
ation between two cations was studied. Neptunyl monocation
systems showed a local minimum in the PMF at short distances.
Finally, SDFs depicting multi-step ion pairs (CIP, SIP, and 2SIP)
were studied. The SIPs of strongly interacting ligands form a sin-
gle ring type structures, whereas weakly interacting ligands form
a two ring type structure.

We also analyzed the kinetics of ligand exchange using the
transition state theory formalism. In addition, we corrected this
result by calculating the transmission coefficient for each event
by performing simulations in the constrained-reaction-coordinate
ensemble. All calculated transmission coefficients were found to
be less than 0.5, indicating that TST can be a poor approximation
where solvent friction is significant. The greatest contribution to
the rate of CIP dissociation comes from the free energy barrier, not
the effect of barrier recrossing. In addition, the CIP dissociation
rates were significantly higher in the case of the monocationic
actinyl ion, as opposed to the dicationic form.

In the present work, athough we looked only at the speciation
of UO2+

2 and NpO+
2 in aqueous phase, we expect that the associa-

tion behavior and the order of stability constants between ligands
and actinyl ions of U, Np, Pu, and Am in their +2 and +1 charged
states should be similar to those of UO2+

2 and NpO+
2 , respectively.

This comes from the fact that the force field parameters of the di-
valent and mono-valent actinyl ions are very similar, respectively,
as described in our previous work.20
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61 H. Sidky, Y. J. ColÃşn, J. Helfferich, B. J. Sikora, C. Bezik,
W. Chu, F. Giberti, A. Z. Guo, X. Jiang, J. Lequieu, J. Li,
J. Moller, M. J. Quevillon, M. Rahimi, H. Ramezani-Dakhel,
V. S. Rathee, D. R. Reid, E. Sevgen, V. Thapar, M. A. Webb,
J. K. Whitmer and J. J. de Pablo, The Journal of Chemical
Physics, 2018, 148, 044104.

62 M. Brehm and B. Kirchner, J. Chem. Inf. Model., 2011, 51,
2007–23.

63 W. Humphrey, A. Dalke and K. Schulten, J. Mol. Graph., 1996,
14, 33–38.

64 R. J. Lemire and P. R. Tremaine, Journal of Chemical & Engi-
neering Data, 1980, 25, 361–370.

65 D. Langmuir and C.-K. D. Hsi, 1985, 1931–1941.
66 S. Skanthakumar, M. R. Antonio and L. Soderholm, Inorganic

Chemistry, 2008, 47, 4591–4595.
67 N. Bardin, P. Rubini and C. Madic, Radiochim. Acta, 1998, 83,

189–194.
68 Y. Ikeda, S. Soya, H. Fukutomi and H. Tomiyasu, J. Inorg.

Nucl. Chem., 1979, 41, 1333–1337.
69 Farkas, Ildikó and Bányai, István and Szabó, Zoltán and

Wahlgren, Ulf and Grenthe Ingmar, Inorg. Chem., 2000, 39,
799–805.

70 Z. Szabó, J. Glaser and I. Grenthe, Inorg. Chem., 1996, 35,
2036–2044.

71 V. Vallet, U. Wahlgren, B. Schimmelpfennig, Z. Szabó and
I. Grenthe, J. Am. Chem. Soc., 2001, 123, 11999–2008.

72 S. Kerisit and C. Liu, Geochim. Cosmochim. Acta, 2010, 74,
4937–4952.

73 D. Hagberg, G. Karlström, B. O. Roos and L. Gagliardi, J. Am.
Chem. Soc., 2005, 127, 14250–14256.

74 R. Spezia, V. Migliorati and P. D’Angelo, The Journal of Chem-
ical Physics, 2017, 147, 161707.

Journal Name, [year], [vol.], 1–11 | 11

Page 11 of 13 Physical Chemistry Chemical Physics



MD simulations are used to explore the thermodynamics of actinyl-ligand

binding in water.
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