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Abstract 

CO2 reduction conducted in electrochemical cells with planar electrodes immersed in an 

aqueous electrolyte is severely limited by mass transport across the hydrodynamic boundary 

layer. This limitation can be minimized by use of vapor-fed, gas-diffusion electrodes (GDEs), 

enabling current densities that are almost two orders of magnitude greater at the same applied 

cathode overpotential than what is achievable with planar electrodes in an aqueous electrolyte. 

The addition of porous cathode layers, however, introduces a number of parameters that need 

to be tuned in order to optimize the performance of the GDE cell. In this work, we developed a 

multiphysics model for gas diffusion electrodes for CO2 reduction and used it to investigate the 

interplay between species transport and electrochemical reaction kinetics. The model 

demonstrates how the local environment near the catalyst layer, which is a function of the 

operating conditions, affects cell performance. We also examined the effects of catalyst layer 

hydrophobicity, loading, porosity, and electrolyte flowrate to help guide experimental design of 

vapor-fed CO2 reduction cells. 

*To whom correspondence should be addressed: alexbell@berkeley.edu; azweber@lbl.gov  
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Introduction 

A great deal of interest has arisen in the design and development of solar-fuel 

generators for carrying out electrochemical CO2 reduction (CO2R), as this process offers a 

potential route for the storage of solar energy into chemical bonds. Depending on the choice of 

catalyst, CO2 can be reduced to products such as CO, CH4, C2H4, etc. Most of what is known 

about CO2R is based on experiments conducted with planar electrodes immersed in an 

aqueous electrolyte saturated with CO2.
1-4

 However, the current density of such systems is 

limited significantly by poor mass-transport to the cathode due to the low diffusivity and 

solubility of CO2 in water and the thickness of the mass-transfer boundary layers near the 

electrode that are typically 60 to 160 µm.
5-7

 As a consequence, the mass-transfer limited 

current density based on the geometric area of the cathode is on the order of 10 mA cm
-2

. 

Another factor limiting CO2 availability in aqueous systems is the acid/base reaction of CO2 with 

hydroxide ions (OH
-
), which results in an even lower limiting current density than that 

approximated by Fick’s law.
8
 A recent analysis has shown that for CO2R systems to be 

economically feasible, it is necessary to improve the current density by at least one order of 

magnitude.
9
 One of the promising approaches for achieving this target is to use vapor-fed cells 

with gas-diffusion electrodes (GDEs). In such systems, current densities up to 360 mA cm
-2

 for 

CO2R have been demonstrated.
10-15

  

The porous electrodes in GDE systems have a number of design parameters that can be 

tuned to optimize the performance of the system. As shown in Figure 1, the GDE is comprised 

of a porous catalyst layer (CL) and a diffusion medium (DM). The DM is typically a hydrophobic 

carbon layer that consists of a macroporous gas-diffusion layer (GDL) and a microporous layer 
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(MPL). The DM serves several purposes. First, it provides a porous medium through which CO2 

can diffuse to the CL; second, it mechanically supports the CL; and third, it provides electronic 

conductivity for electrons to flow from the current collector and externa circuit to the CL. Most 

commercial DMs are PTFE treated to be hydrophobic; ideally, the DM remains dry throughout 

its use (no electrolyte leakage or condensation). Catalyst particles mixed with a (ionic) binder 

are deposited onto the MPL to form the CL. The binder holds the catalyst particles together and 

may provide ionic conductivity within the CL.  

The exact microstructure of the CL is not well known. Cook et al. first proposed a 

schematic illustrating a “triple-phase interface” region where the CO2R reaction occurs, and 

many have argued that the high current densities achievable with GDEs is attributable to a high 

concentration of CO2 at the gas/solid interface, thereby overcoming the low solubility of CO2 in 

water.
16

 However, the hypothesis that a triple-phase interface is essential for the high 

performance of a GDE is probably not correct for two reasons: (1) At NTP (20  Cͦ and 1 atm), the 

Figure 1 Schematic of a gas diffusion electrode. 
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gas-phase concentration of CO2 is 42 mM. This level is only 30% higher than that of dissolved 

CO2 (33 mM) and cannot account for the order of magnitude increase in CO2R current density 

observed experimentally. (2) Recent experimental and theoretical work have demonstrated the 

importance of water and hydrated cations on the elementary processes involved in CO2R.
17, 18

 

Therefore, we propose that it is necessary for the catalyst to be covered with electrolyte in 

order to be active. This means that although CO2 is supplied to the GDE from the gas phase, the 

reactant at the catalyst site is still dissolved CO2. 

The performance of a GDE greatly depends on the local environment within the CL and 

the balance between transport phenomena and reaction kinetics. Based on the capillary 

pressure, CL pore-size distribution and their wettability, the pores can be either flooded (Figure 

2a) or dry (Figure 2c). The partially wetted CL case depicted in Figure 2b occurs when there is a 

mixture of flooded and dry pores. Flooded pores completely eliminate gas channels within the 

CL, resulting in high mass-transport resistances for gaseous reactants. Dry pores will be inactive 

due to the lack of water from the aqueous electrolyte and an ionic pathway. The film of 

Figure 2 Schematic of pore conditions in the catalyst layer. (a) Flooded 

pore: pore volume filled with electrolyte. (b) Wetted pore: a thin layer of 

electrolyte covers the pore walls.  (c) Dry pore: catalyst inactive due to 

lack of an ionic pathway. 
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electrolyte in the wetted pores needs to be thin to minimize CO2 transport resistance to the 

catalyst, but thick enough to maintain good ionic conductivity within the CL. The fraction of 

flooded pores is defined as the saturation, � , and is a function of the capillary-pressure, which 

is the difference between the liquid- and gas-phase pressures.
19

 At low capillary pressures, only 

small hydrophilic pores will be flooded. As the capillary pressure increases, other pores become 

flooded in the following order: large hydrophilic pores, large hydrophobic pores, and eventually 

small hydrophobic pores. Therefore, to control CL wetting, one needs to adjust the pore-size 

distribution or the wettability of the CL pores.   

Because the structure of GDEs is complex and CO2R in such systems involves the 

simultaneous occurrence of many physical processes, it is very hard, if not impossible, to assess 

the impact of a particular change in the composition and structure of the CL without a detailed 

model that accounts for the complex chemistry and physics interrelationships. Attempts to 

optimize GDE performance experimentally have been devoted, for the most part, to Sn 

electrodes used to produce formic acid. Wu et al. have found that increasing the CL thickness 

beyond 9 µm had no effect on the overall activity; however, the reason for this behaviour was 

not given.
20

 Both Wu et al. and Wang et al. have shown that changing the CL composition can 

affect the total current density and faradaic efficiency (FE) of a Sn GDE.
20, 21

 Other parameters 

such as catalyst morphology, fabrication methods, etc. have also been studied experimentally 

and a detailed survey of different GDE systems has been reported by Endrodi et al.
22

 While 

there have been numerous experimental designs of GDEs, there have been only a limited 

number of efforts on the modeling of vapor-fed CO2R systems. In terms of modeling, Delacourt 

et al. presented a model for a vapor-fed cell with an aqueous buffer layer between the cathode 
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and the membrane.
23

 They assumed that dissolved CO2 is in equilibrium with bicarbonate and 

carbonate ions and these are the main reactants, assumptions that have later been shown not 

to be valid in regions near the catalyst.
8
 They also considered the CL as an interface rather than 

a domain of finite thickness. More recently, Wu et al. developed a comprehensive model for a 

microfluidic flow cell with GDEs.
24

 While they considered a finite thickness for the CL, they 

neglected bicarbonate acid/base reactions occurring within this region and focused on the 

overall cell performance rather than the influence of the composition and structure of the CL 

and how these factors govern the overall cell performance.  

The objective of this work is to develop a comprehensive model for a GDE with 

particular attention devoted to capturing the details of physical and chemical processes 

occurring in the CL. To this end, we consider the GDE design most commonly used for CO2R 

that has been implemented in a cell with continuous electrolyte supply (Figure 1).
12-15

 We chose 

Ag as the catalyst because it produces only two gaseous products, H2 and CO, with > 90% FE to 

CO.
1, 15

 Our model focuses on the CL region and investigates how the local environments in the 

CL, such as the distributions of CO2, OH
-
, and water change with varying operating conditions 

and CL properties. We describe quantitatively the advantages of GDEs over planar electrodes, 

and compare the three CL cases: a flooded CL (flooded case), a uniformly wetted CL (ideally 

wetted case), and a CL described by the saturation curve (saturation curve case). Finally, we 

explore the effects of varying GDE design parameters (hydrophilicity, loading, and porosity) and 

operating conditions (electrode potential and electrolyte flowrate).  
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Theory 

Physical model 

The one-dimensional, macro-homogeneous model assumes isothermal, steady-state 

conditions. The model does not account for the anisotropy of GDEs, for which a higher-

dimensional model is needed. The higher-dimensional aspects of transport in GDLs are not 

expected to impact the results significantly since the in-plane diffusion is faster than the 

through-plane diffusion and the transport through the GDL is only vapor phase and not 

limiting.
25, 26

 The CL is assumed to consist of spherical nanoparticles of Ag with radius ��� that 

are loosely packed and bound by a binder and have intrinsic porosity ����  (the solid volume 

fraction is 	1 − ���� � ). The liquid and gas volume fractions are ���� �  and ���� 	1 − �� , 

respectively. For the flooded case, only solid and liquid phases exist in the CL domain. For the 

ideally wetted and saturation curve cases, the amount of liquid in the CL is determined by the 

CL saturation (S is assumed constant for the ideally wetted case). The saturation vs capillary-

pressure relationship (saturation curve) measured for a fuel-cell CL is used due to the expected 

similarities with that of the CL in a GDE.
27

 Although empirical in this work, the saturation curve 

can be related theoretically to structural properties such as the pore-size distribution.
28

 

However, it is important to note that the saturation curve will change depending on the 

composition of the CL, and the method used to produce the CL. When describing CL wettability, 

the saturation curve was shifted up (down) by 0.1-unit saturation for a more hydrophilic 

(hydrophobic) CL. This assumes that the CL pore-size distribution remains unchanged, but the 

fraction of hydrophilic pores is increased (decreased) by 0.1 unit. An equivalent thin-film 
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thickness, ��,��, is derived from geometric arguments based on the CL saturation by evenly 

distributing the electrolyte throughout the CL,   

��,�� � ��,���1 − √1 − �� 

1� 
where ��,�� is the mean CL pore radius. For the ideally wetted CL case, a uniform 10 nm thick 

electrolyte thin film is assumed. This thickness corresponds to the CL saturation at zero capillary 

pressure 	� � 0.64�, and is representative of the electrolyte thin-film thickness observed in 

fuel-cell CLs.
29

 While a distribution of the thin-film thickness �� may be more accurate, it has 

been shown in fuel-cell models that the difference between using ��,��  and  ��  is 

insignificant, especially within the kinetically controlled regime.
30

 The DM is assumed to be 

completely dry 	� � 0�, with solid volume fraction, 1 − ���� , and gas volume fraction, ���� . 

Figure 3 shows the two modeling domains, CL and DM, of the model. The DM consists of only 

solid and gas phases, as it is assumed to be completely dry. If flooded, the CL consists of only 

Figure 3 Graphical illustration (not to scale) of the modeling domains and different phases within the CL and DM. Hatched 

portion in the CL domain will be either liquid phase (L) for the flooded case, or gas phase (G) for the ideally wetted and 

saturation curve cases. Solid phase (S) consists of Ag nanoparticles in the CL and carbon substrate in the DM. The volume 

fractions for the three phases in the CL is labelled to the left of the graph.  
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solid and liquid phases (hatched portion is liquid in this case); otherwise, all solid, liquid and gas 

phases exist in the CL for the wetted case (hatched portion is gas phase in this case).  

The gas phase contains CO2, H2, and CO. An almost 100% CO2 feed condition is assumed 

for all simulations (trace quantities of the other species are included for numerical stability and 

do not impact the results). The bulk electrolyte is 0.5 M KHCO3 and is assumed to flow parallel 

to the CL surface. The electrolyte contains six species: dissolved CO2, K
+
, H

+
, OH

-
, HCO3

-
, and 

CO3
2-

. Dissolved CO and H2 are neglected in the model since they have limited solubility.
31

 

Dilute-solution theory is used for liquid-phase species, and the water concentration is assumed 

to be constant. This assumption may break down at high current densities, for which local 

concentrations within the CL become substantial, as will be shown below. We note that 

concentrated-solution theory requires additional diffusion coefficients that are not readily 

available, and the general trends obtained using dilute-solution theory are not expected to 

change significantly with the corrected parameters. Bubbling induced convection of liquid 

electrolyte inside the pores of the CL is neglected considering the small capacity and thickness 

of the distributed electrolyte thin films and large amounts of reaction area and nucleation sites. 

Although a simplification, this assumption should not significantly impact the mass-transport 

effects within the porous electrode.  

Two charge transfer reactions occur in the CL, CO2R, which is assumed to be only CO 

evolution reaction (COER),
15

 

 CO 	!� + H O + 2e& → CO + 2OH& 

2� 
and H2 evolution reaction (HER) in acidic and basic environments, 
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 2H( + 2e& → H  

3� 
 2H O + 2e& → H + 2OH& 

4� 
A first-order dependence on CO2 concentration for COER is assumed, considering that the first 

electron transfer to CO2 molecule 	CO + *& → CO ∙ &� is the rate-limiting step (RLS).
32, 33

 HER 

undergoes different mechanisms in acidic and basic environments. For acidic HER, a first-order 

dependence on proton concentration is assumed. This assumption is valid when either the 

Heyrovsky step or the Volmer step is the RLS, which is more likely than the Tafel step as it is a 

chemical step (as opposed to an electron transfer step).
34

 Tafel kinetics are assumed to 

simulate conditions away from equilibrium. Gaseous CO2 dissolves in the electrolyte at a rate 

estimated using Fick’s law. Acid/base carbonate and water-dissociation reactions occur in the 

electrolyte and are treated as kinetic expressions (i.e., equilibrium is not assumed). 

 CO 	!� + H O ,-,,.-/001 H( + HCO2&, 34 � 10&5.26 

HCO2& ,7,,.7/001 H( + CO2 &, 3 � 10&48.2  9 

CO 	!� + OH& ,:,,.:/001 HCO2&, 32 � 34/3<  
HCO2& + OH& ,=,,.=/001 H O + CO2 &, 3> � 3 /3?  

H O ,@,,.@/0001 H( + OH&, 3< � 10&4> 9  5� 
Governing equations 

The mass balance for each species B within the CL and the DM can be written as   

C ∙ DE � F��,G + FH,G + FI�,G 
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6� 
where DE is the mass flux, F��,G, FH,G  and FI�,G are the volumetric charge-transfer reactions, 

homogeneous bulk reactions, and phase-transfer source terms, respectively. F��,G and FI�,G 
apply to both gas- and liquid-phase species, while FH,G only applies to liquid-phase species. 

Gas-phase transport 

The gaseous species flux consists of a diffusive term and a convective term, 

DE � JE + KGLM 

7� 
where JG is the diffusive mass flux of species B, KG  is the mass density of species B, and LM is the 

mass-averaged fluid velocity. The diffusive flux is calculated using a mixture averaged diffusion 

model,
35

 

 JE � −KOPG�QQCRG − KOPG�QQRG C9�9�   8� 
where RG is the mass fraction of species B, KO is the gaseous mixture density, 9� is the average 

molar mass of the mixture 9� � T∑ VW�WG X&4
, and PG�QQ

 is the effective diffusion coefficient for 

species B . The diffusion coefficient is composed of a mass-averaged Stefan-Maxwell 

diffusivity, PGY, and Knudsen diffusivity, PGZ, occurring in parallel, 

  PG � [ 1PGY + 1PGZ\&4
 9� 

where 

  PGY � 1 − RG∑ �̂PG��_G  
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10� 
and 

  PGZ � 2��,Y3 `8Fab9G  11� 
Here, ��,Y is the average pore radius of the porous medium, c, and ^G and  9G are the molar 

fraction and weight of species B, respectively. Additionally, for flow through a porous medium 

(the CL and the DM), the effective diffusivity is corrected for the porosity, �Y, and tortuosity, 

dY, of the medium using the Bruggeman relationship, 

PG�QQ � �dY4/ PG � �Y2  ⁄ PG  12� 
The liquid volume fraction, i.e. the saturation of the porous medium, is used to calculate the 

gas volume fraction,  

�Y � �Y� 	1 − �� 

13� 
where �Y�  is the void fraction of the porous medium when S = 0. Note here that ��� � ����  

based on the assumption that the DM is completely dry (i.e., � � 0). 

To describe the mass-averaged velocity field, LM, in the porous medium, Darcy’s law is 

used, 

LM � − fY�QQ
gO Chi 14� 

where fY�QQ
 is the effective permeability of the porous medium c, gO is the fluid viscosity, and 

hi is the total gas pressure. The effective permeability is calculated as  
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 fY�QQ � fjkl,Yfm,Y 

15� 
where fjkl,Y  is the saturated permeability and fm,Y  is the relative permeability. fjkl,Y  is 

determined by the structure of the medium  according to the Carman-Kozeny equation,
36

  

 fjkl,Y � fjkl,Y� �Y2	1 − �Y�  16� 
The value of fjkl,Y is given in Table 1. The relative permeability assumes a cubic dependence 

on the saturation, so that
37

 

fm,Y � 	1 − ��2 

17� 
The N

th
 gaseous species fraction is determined from equation 	18� 

 n RGG � 1 

18� 
Liquid-phase transport 

The flux of aqueous species can be broken into diffusion and migration terms (Nernst-

Planck) 

 op � −Pq�QQKrCRq + sqtquKrRqCvr   
19� 

where sq is the charge and tq  is the mobility of aqueous species w, respectively, Kr  is the liquid 

density, and vr  is the liquid-phase potential. The liquid-phase effective diffusivity also assumes 

a Bruggeman relation, equation 	12�. The mobility can be determined from Nernst-Einstein 

relationship 
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 tq � PqFa 20� 
To determine the concentration profiles for all ionic species and the potential, an additional 

equation is required, which is provided by the electroneutrality equation,  

 n sqRq9q � 0G  

21� 
Electron transport 

Charge conservation and Ohm’s law govern the electronic potential vj and current xy,  

C ∙ xy � −C ∙ xz � −{| n x},   	22
� 

and 

 xy � −~j,Y��� Cvj 	23
� 

where xy is the current density in the solid phase, xz is the current density in the liquid phase, x} 

is the local partial current density for reaction �, {| is the active surface area defined in the 

follow section, and  ~j,Y�QQ
 is the effective electrical conductivity of the solid material in medium 

c, corrected by Bruggeman correlation in equation 	12�. 

Charge-transfer reactions 

Charge-transfer reactions occur in the CL at the solid/liquid interface. The CL thickness, 

���, and specific surface area, {|�, are determined by  

��� � cr�k�G�OK�O	1 − ���� � 

24� 
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and 

{|� � 3	1 − ���� ����  25� 
respectively, where cr�k�G�O is the mass loading of the catalyst nanoparticles. The active 

surface area for the saturation curve case is corrected by CL saturation, {| � {|��, since only 

those catalyst particles in contact with liquid electrolyte are active.  

The charge-transfer reactions contribute to the source term for gas-phase species H2 

and CO, as well as liquid-phase species �( and ��&,  

 F��,q � −9q n �q,,{|x}�,u,  26� 
where u  is Faraday’s constant, �,  is the number of electrons transferred, �q,,  is the 

stoichiometric coefficient (negative for reactants and positive for products) for species w in 

reaction �. Since cathodic electrode potentials away from equilibrium are simulated, the CO 

and H2 current densities are calculated using Tafel kinetics,  

 x�� � −B�,���� ����7	r����7	r�m�Q � exp �− ��,����uFa �j,�����  27� 
and 

 x�� � −B�,���� � ������m�Q� exp [− ��,���� uFa �j,���\ 
− B�,���H exp [− ��,���H uFa �j,���\ 28� 

The exchange-current densities, B�,,, and transfer coefficients, ��,,, are obtained by fitting 

equations 	27� and 	28� to experimental data for planar electrodes immersed an aqueous 
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electrolyte after correcting for mass-transport effects (see Figure S2).
1
 Reference 

concentrations for both CO2 and H
+
 are taken to be 1 M. The surface overpotential is given by 

 �j,, � 	vj − vr� − 	�,� − 2.303Fa�,u pH� 29� 
where �,� is the standard reduction potential for reaction �.  

Homogeneous bulk reactions and CO2 dissolution 

Source terms resulting from homogenous bulk reactions for the aqueous species w are 

calculated using apparent rate constants measured by Schulz et al.
38

  

 FH,q � 9q n �q ��� � �qj� 8 − �&� � �qj�¡8 ¢�  30� 
Forward reaction-rate constants for equation �, ��, are listed in Table 1 and reverse reaction 

rate constants are calculated from 

 �&� � ��3� 31� 
where 3� is the equilibrium constant listed in equation 	5�. 

Gas-phase CO2 dissolves into the electrolyte at the gas/liquid interface. For a wetted CL, 

the gas-to-liquid mass-transfer coefficient, �i�,��7 , is dependent on the thickness of the 

electrolyte film covering the pore walls in the CL, ��, and the species diffusivity, 

 �i�,��7 � P��7	r���  32� 
The rate of CO2 dissolution, FI�,��7, then contributes to the source term for CO2 by 

 FI�,��7 � {|�i�,��79��7����7hi^��7 − ���7	r�� 
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33� 
where ���7 is Henry’s constant for CO2, ���7	r� is the dissolved CO2 concentration. FI�,��7 is 

negative for gas-phase CO2 (representing consumption) and positive for liquid-phase CO2 

(representing production). 

Boundary conditions 

At the electrolyte/CL boundary, the Sherwood-Reynold-Schmidt correlation is used to 

determine the mass-transfer coefficient, 

 ���,q � � Pq��r��� 0.664 �Kr£z��r��gr �4  ⁄ [ grKrPq\4 2⁄
 34� 

where ��r�� is the electrode length, Kr  and gr are the density and viscosity of the electrolyte, 

respectively, and £z is the electrolyte flow velocity, which is calculated from the electrolyte flow 

rate divided by the cross-sectional area of flow channel, £z � ¤z/¥�r��. The aqueous species flux 

is set to zero at the CL/DM boundary, and 

 oJ � Kr���,q�Rq¦ − Rq� 

35� 
at the electrolyte/CL boundary, where Rq¦ is the mass fraction in the bulk electrolyte. The gas 

feed composition is set to 99.8 mol% CO2, 0.1 mol% H2 and 0.1 mol% CO at the DM/gas channel 

boundary. Gaseous species flux is set to FI�,��7/{| for CO2, and zero for H2 and CO at the 

CL/DM boundary (flooded case) or electrolyte/CL boundary (ideally wetted and saturation 

curve cases).  
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The electrolyte potential is set to zero as a reference. xz � 0 at the CL/DM boundary, and xy � 0 

at the electrolyte/CL boundary must be satisfied. The electronic potential is varied from -0.6 V 

to -2.2 V vs SHE at the DM/gas channel boundary.  

Numerical method 

The above equations are solved using COMSOL Multiphysics 5.3 using MUMPS general 

solver. The maximum mesh sizes were set to 0.01 μm and 3.25 μm for the CL and DM domain, 

respectively; a total of 481 mesh elements were used. The solution was independent of 

increasing mesh elements. Model parameters are listed in Table 1.  

Table 1 Model parameters 

Parameter Value Unit Reference 

Operating conditions    a 293.15 K  § 1 atm  ¨r 0.5 ml min
-1

 
8 

    

Electrode geometry    ��r�� 0.02 m 
11

 ¥�r�� 7.5 x 10
-6

 m
2
 

11
 

    

Gas phase species    P�7&�� 0.743 cm
2
 s

-1
 

39
 P�7&©7 0.779 cm

2
 s

-1
 

39
 P�7&��7 0.646 cm

2
 s

-1
 

39
 P��&©7  0.202 cm

2
 s

-1
 

39
 P��&��7 0.152 cm

2
 s

-1
 

39
 P©7&��7 0.165 cm

2
 s

-1
 

39
 

 

Liquid phase species 

   

PZ� 1.957 x 10
-5

 cm
2
 s

-1
 

34
 P��  9.311 x 10

-5
 cm

2
 s

-1
 

34
 P��. 5.293 x 10

-5
 cm

2
 s

-1
 

34
 P���:. 1.185 x 10

-5
 cm

2
 s

-1
 

34
 P��:. 0.923 x 10

-5
 cm

2
 s

-1
 

34
 P��7 1.910 x 10

-5
 cm

2
 s

-1
 

39
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DM 

   

��� 325 μm 
40

 ��� 0.8  
40

 ~�� 220 S m
-1

 
40

 fjkl,���  1.34 x 10
-12

 m
2
 

40
 

    

CL    cr�k�G�O 2 mg cm
-2

  ��� 0.5   ~�� 100 S m
-1

 
41

 fjkl,���  16 x 10
-16

 m
2
 

42
 ��� 5 x 10

-8
 m 

43
 

    

Charge transfer reactions    �����  0 V 
34

 B�,����  9.79 x 10
-4

 mA cm
-2

 
1
 ��,����  0.27  

1
 B�,���H  1.16 x 10

-6
 mA cm

-2
 

1
 ��,���H  0.36  

1
 ������  -0.11 V 

34
 B�,���� 4.71 x 10

-4
 mA cm

-2
 

1
 ��,���� 0.44  

1
 

    

Homogeneous reactions    �4 3.71 x 10
-2 

s
-1

 
38

 �  59.44 s
-1

 
38

 �2 2.23 x 10
3
 L mol

-1
 s

-1
 

38
 �> 6.0 x 10

9
 L mol

-1
 s

-1
 

38
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Results and Discussion 

Model validation 

Figure 4 compares the results of simulations and experimental measurements by 

Hatsukade et al. for planar electrodes and by Verma et al. for GDEs. A detailed description of 

the experimental setups can be found in the references.
1, 15

 The model captures the order of 

magnitude increase in partial CO current density in the GDE compared to the planar electrode. 

Discrepancies between the simulations and experiments may be due to: (1) lack of information 

on CL properties used in the experiments; (2) inadequacy of the rate parameters extracted from 

the data on metal, planar foils for the nanoparticles used in GDEs;
44

 (3) failure of the one-

dimensional model to properly capture the true current-density distribution. These 

discrepancies will be investigated in future work.  

Figure 4a shows that for cathode potentials below -1.1 V vs RHE, the CO partial current 

density for the GDE is more than an order of magnitude higher than that for the case of planar 

Figure 4 (a) CO partial current density and (b) CO Faradaic Efficiency (other product is hydrogen, plotted in S3) as a 

function of Cathode potential vs RHE for the planar case, flooded case, ideally wetted case, saturation curve case, 

compared to experimental data measured by Hatsukade et al. and Verma et al.
1,11  
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electrodes, independent of whether the CL in the GDE is flooded or wetted. This difference can 

be attributed to two main factors. The first is because the GDE contains a higher concentration 

of catalytically active sites per unit of geometric cathode area than does the planar catalyst. 

This is a consequence of the porous structure of the GDE. The specific interfacial area, {|�, for 

GDEs used in fuel cells have been measured to be in the range of 10
6
 to 10

8
 m

-1
, depending on 

the structure, material, deposition method, etc. of the CL.
43, 45, 46

 We have assumed a value of 

{|� = 3 x 10
7
 m

-1
 for the CL, calculated using equation 	25�. This corresponds to a roughness 

factor of 114, which explains the two orders of magnitude higher current density at low 

overpotentials. For cathode potentials more negative than -1.1 V vs RHE, the difference 

between the CO partial current densities for the GDE and planar electrode systems grows 

dramatically. This is because the mass-transfer resistance for the GDE is much lower than that 

for the planar-electrode system. At potentials more negative than -1.1 V vs RHE, the planar 

electrode becomes CO2 mass-transfer limited, whereas the CO current densities for the GDE 

continue to increase exponentially with overpotential as expected if the electrode is kinetically 

controlled (see equations 	27�). CO2 mass transfer to the catalyst of the GDE is much more 

effective than for the planar electrode because the distance over which mass transfer through 

the electrolyte occurs is much smaller. For the CL of the GDE, the diffusion layer is in the range 

of 0.01 to 10 μm, depending on the saturation of the CL, which is much smaller than the 

boundary-layer thickness for a planar electrode (60 to 160 μm).
7
 

One interesting phenomena to note is how the CO current density and CO FE decrease 

after reaching a maximum. This is due to the reaction of CO2 with OH
- 
(see equations 	2� and 

	4�). As the potential is made more cathodic, the HER current density continues to increase 
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exponentially (equation 	4�), producing more OH
-
 that will react with the already limited CO2 

near the electrode. The consumption of CO2 results in the drop in CO current density as well as 

the FE, while the H2 FE continues to increase. This effect is most noticeable for the planar-

electrode system.  

Figure 5 CO2 concentration profile (a & c) and local CO current density (b & d) within the catalyst layer for the flooded 

case (a & b) and the ideally wetted case (c & d). The dimensionless position is scaled using the CL thickness, where 0 is 

the electrolyte/CL boundary, and 1 is the CL/GDL boundary.  
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Results of flooding in the CL 

While the current density is high for a flooded CL, the selectivity towards CO starts to 

decrease around -1 V vs RHE (Figure 4a). Even though fully flooded within the CL, the GDL is 

assumed to remain dry and consequently the catalyst at the CL/GDL interface can still promote 

CO2R. As the electrode is driven to more cathodic potentials and the rate of CO2R rises, the 

concentration of CO2 in the electrolyte near the cathode decreases (Figure 5a). The local CO 

current density shifts towards the CL/DM boundary, where gas-phase CO2 is supplied (Figure 

5b). The local CO current density at the electrolyte/CL boundary does not drop as rapidly as it 

does at the center of the CL because bicarbonate anions from the bulk can decompose to 

produce CO2. This phenomenon is also in agreement with recent publications showing HCO3
-
 as 

a carbon source for CO2R to CO.
3, 4

 Because of the equilibrium relationships for the reactions 

listed in equation 	5�, a 0.5 M KHCO3 solution not equilibrated with gaseous CO2 will 

decompose and produce approximately 5 mM aqueous CO2 to maintain equilibrium. This is why 

Figure 6 (a) pH profile and (b) potassium cation concentration profile within the catalyst layer for the flooded case 

(solid lines) and wetted case (dashed lines). 
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CO2R continues to occur near the electrolyte/CL boundary at high overpotentials. The uneven 

distribution of CO current density for a flooded CL results in poor utilization of the catalyst. At 

high cathodic potentials, the overpotential for both CO2R and HER are high. Catalyst sites that 

are CO2 limited continue to perform HER, causing the drop in CO FE.  

A partially wetted CL performs better than a flooded CL in terms of both the CO partial 

current density and the CO FE, especially at high current densities (high overpotentials). Wetted 

pores allow gas-phase CO2 to penetrate throughout the CL, resulting in a more even 

distribution of dissolved CO2 and local CO current density even at high overpotentials (Figure 

5c-d). The high current densities in GDEs cause high alkalinity in electrolyte within the CL as one 

OH
-
 is produced for each electron consumed. This effect is more severe for the wetted CL 

because it operates at a higher current density than does the flooded CL (Figure 6). High pH 

leads to a high K
+
 cation concentration, which is required to maintain electroneutrality in the 

electrolyte in the CL. The high concentrations in the CL also implies a sharp concentration 

gradient at the electrolyte/CL boundary. For CO current densities above 1.5 A cm
-2

, K2CO3 may 

start precipitating from the solution.
31

 However, the increased concentration of the counter-ion 

Figure 7 (a) Saturation and (b) Local CO current density as a function of position within the catalyst layer at different 

potentials for the saturation curve case.  
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may also beneficially amplify cation effects, where cations near the electrode stabilizes CO2R 

intermediates, when one considers non Ag CO2R catalysts.
18

  

Describing saturation/hydrophilicity in the CL 

The ideally wetted CL case assumes a constant uniform thin film of electrolyte 

throughout the CL. However, the CL local environment will change as the electrode consumes 

CO2 and produces CO and H2. Incorporating the saturation curve to describe liquid distribution 

in the CL results in a slightly lower CO current density and FE than the wetted CL case since only 

64% of the total catalyst surface area is active. As the current density increases, the total 

pressure in the gas phase drops near the electrolyte/CL boundary and more of the CL pores 

become flooded (Figure 7a). The effective permeability of the CL decreases according to 

equation 	15�, causing a lower CO2 concentration near the electrolyte/CL boundary and a 

decrease in local CO current density (Figure 7b). H2 current density is unaffected since its rate 

Figure 8 Change in CO current density as a function of 

cathode potential vs RHE for a more hydrophilic CL (blue) 

and a more hydrophobic CL (orange). 
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does not depend on concentrations of dissolved gaseous species (Figure S3). 

Figure 8 shows the effect of changing the hydrophilicity/hydrophobicity of the CL. At low 

overpotentials, a more hydrophilic CL (higher saturation for a given capillary pressure) 

enhances performance because it improves pore wetting, giving a higher specific active 

interfacial area. However, a hydrophilic CL also becomes flooded more easily, leading to worse 

performance at more cathodic potentials. Thus, there is an optimum that is dependent on 

operating conditions and desired efficiency and rate (current density).  

Effects of catalyst layer loading and porosity 

 The effect of reducing the catalyst loading (i.e., the mass of catalyst per CL geometric 

area) and, hence, decreasing the CL thickness was examined. For a kinetically controlled 

system, reducing catalyst loading by 50%, halves the current density, as can be seen in Figure 9 

at low overpotentials. However, the change in CO partial current density for the case of 0,5x 

catalyst loading becomes less significant as the overpotential increases because of the lower 

mass-transfer resistances in a thinner CL. The trend reverses around -1 V vs RHE, showing the 

Figure 9 Change in CO current density as a function of 

cathode potential vs RHE at 0.5x loading (0.5x CL length) 

for the flooded case (filled circles) and the ideally wetted 

case (hollow circles). 
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balance between current density and pH: high current density increases CL pH, which can 

suppress CO current density by the reaction of CO2
 
and OH

-
. The poor catalyst utilization in 

flooded GDEs eventually becomes detrimental at high current densities (i.e. electrode 

potentials lower than -1.2 V vs RHE), and a lower catalyst loading under such conditions can 

actually enhance the CO current density.  

Another property that can be changed is the CL porosity. Increasing porosity enhances 

gas transport by increasing the gas permeability (equation 	16�) and effective diffusivity 

(equation 	12�), but requires an increase in the CL thickness to maintain a constant catalyst 

loading (equation 	24�).  Figure 10 shows that it is more effective to increase porosity for a 

wetted CL than a flooded CL. This makes sense since the mass-transport limitation is more 

severe in a flooded CL, and increasing its thickness will aggravate the uneven local CO current-

density distribution shown in Figure 5b. For a wetted CL, doubling the CL porosity can improve 

the current density by about 100 mA cm
-2

 at -1.1 V vs RHE. 

Figure 10 CO current density as a function of CL porosity 

for the flooded case (filled circles) and the ideally wetted 

case (hollow circles) 
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Effects of electrolyte flowrate  

Increasing the electrolyte flowrate improves the mass transport of ionic species and 

helps to maintain the CL local environment near that of the bulk electrolyte. This is important 

for GDEs considering the high pH and cation concentration caused by the high current density 

(Figure 6). However, the model demonstrates that increasing electrolyte flowrate may not be 

the most effective method to improve electrode performance. As shown in Figure 11, to 

achieve a 100 mA cm
-2

 increase in CO current density at -1.1 V vs RHE, it is necessary of increase 

the electrolyte flowrate by an order of magnitude.  

  

Figure 11 CO current density as a function of electrolyte 

flow rate for the flooded case (filled circles) and the ideally 

wetted case (hollow circles). 
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Conclusions 

We have developed a framework for modeling GDEs for CO2 reduction. The model 

captures basic species transport mechanisms (Nernst-Planck for ionic species in liquid 

electrolyte and Stefan-Maxwell for gas-phase species), concentration-dependent charge 

transfer kinetics (Tafel equations) and the acid/base kinetics of CO2 reaction with OH
-
 to form 

HCO3
-
 and CO3

2-
 in the electrolyte. The model was used to explore design space for physical 

properties and analyze inherent transport and kinetic tradeoffs. It was demonstrated and 

quantified how a GDE improves CO2R performance by providing a higher active surface area 

and lower mass-transfer resistances. Electrode properties such as wettability, catalyst loading, 

and porosity impact the inherent local CO2 concentration due to the balance between transport 

through the CL and the reaction of CO2 with produced hydroxide ions. This balance is sensitive 

to the operating conditions of the GDE and therefore the optimal property values depend on 

the desired current density. Our results show that tuning CL wettability can significantly affect 

the resulting CO current density and CO FE. At high current densities (>100 mA cm
-2

), it is 

important to prevent flooding of the CL, as this may lead to an uneven distribution of CO2 

within the CL and poor utilization of the catalyst. In such a case (operating a flooded CL at high 

current densities), decreasing the catalyst layer loading may actually improve the CO partial 

current density and catalyst utilization (Figure ). As shown in Figure 7, the amount of liquid in 

the CL can vary depending on position and the operating current density, which in turn affects 

local CO partial current density distribution within the CL. Manipulation of the porosity and 

electrolyte flowrate can also improve the CO partial current by as much as twice the amount. 
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The insights gained from the model described in this study can be used to guide the design of 

GDEs for CO2R.  
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List of symbols 

Roman 

{| specific surface area, m
-1

 ¥�r�� cross sectional area of the flow channel, m
2
 �G concentration of species B, mol m

-3
 PG  diffusivity of species B, m

2
 s

-1
 u Faraday’s constant, C mol

-1
 �G Henry’s constant of species B, mol atm

-1
 Bª current density in phase �, mA cm

-2
 B�,, exchange current density of reaction �, mA cm

-2
 wG diffusive mass flux of species B, g m

-2
 s

-1
 �Or mass-transfer coefficient at the gas/liquid interface, m s

-1
 �� rate constant for homogeneous reaction �, s

-1
 or L mol

-1
 s

-1
 � length, m cr�k�G�O catalyst loading, g m

-2
 9G  molar mass of species B, g mol

-1
 9� average molar mass of gaseous mixture, g mol

-1
 �G  mass flux of species B, g m

-2
 s

-1
 �, number of electrons transferred in reaction � hª total pressure in phase �, atm ¨r electrolyte flow rate, ml min

-1
 ��� catalyst nanoparticle radius, m ��,Y pore radius in medium m, F gas constant, J mol

-1
 K

-1
 F«,G  volumetric rate of reaction of species B from bulk reaction ¬, g m

-3
 s

-1
 �q,, stoichiometric coefficient of species w in reaction � � saturation a temperature, K t« mass-averaged fluid velocity of fluid ¬, m s

-1
 tG  mobility of species B, s mol kg

-1
 �, reference potential of reaction �, V r  electrolyte flow velocity, m s

-1
 ^G mole fraction of species B sG charge of species B 

 

Greek 

�, transfer coefficient of reaction � �� electrolyte thin film thickness �Y porosity of medium c 
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�j,, surface overpotential of reaction �, V fY permeability of medium c, m
2
 g« viscosity of fluid ¬, Pa s KG  mass density of species B, g cm
-3

 Kª  density of species phase �, g cm
-3

 ~Y conductivity in medium c, S m
-1

 dY tortuosity of medium c vª  potential of phase �, V RG mass fraction of species B 

 

Subscript 

® bulk ¯� catalyst layer ¯a charge transfer P9 diffusion medium *¨ equivalent ° gaseous mixture B species w species � reaction ! liquid �h nanoparticle h pore §a phase transfer � solid au electrolyte thin film 

 

Superscript 

o intrinsic value or standard state �*² reference *²² effective  3 Knudsen c mass-averaged 
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and provides design guidance. 
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