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Abstract

Density functional theory (DFT) can run into serious difficulties with localized states in elements

such as transition metals with occupied-d states and oxygen. In contrast, including a fraction of

Hartree-Fock exchange can be a better approach for such localized states. Here, we develop Hartree-

Fock pseudopotentials to be used alongside with DFT for solids. The computational cost is on par

with standard DFT. Calculations for a range of II-VI, III-V and group-IV semiconductors with

diverse physical properties show observably improved band gap for systems containing d-electrons,

whereby pointing to a new direction in electronic theory.
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1. Introduction

Density functional theory (DFT) has achieved great success in the electronic structure

calculation1 of solids by virtue of its commonly-accepted accuracy and efficiency. However,

the exact form of the exchange-correlation functional is still unknown2. As an approxima-

tion, usually the local density approximation (LDA) or the generalized gradient approxi-

mation (GGA) has been used. These approximations make the DFT a valuable tool, but

also reveal its shortcoming in characterizing the material properties. A well-known example

is the underestimation of band gap, especially for solids containing localized d-electrons.

For instance, the DFT gap of wurtzite ZnO is only ∼0.9 eV, which is severely underesti-

mated from the experimental value by ∼2.5 eV3. In the case of CdO with an indirect gap

of 0.8 eV, DFT even yields qualitatively wrong result by predicting a semi-metal4. The

underestimation of the band gap can severely undermine our ability to study defect physic-

s and optical physics5–7. To overcome these shortcomings, several methods8–12 have been

developed, among which the Heyd-Scuseria-Ernzerhof (HSE) hybrid functional12 approach

has attracted much attention for its relatively accurate band gap and semicore d states, by

using a screened Coulomb potential for the Hartree-Fock (HF) exchange. In accordance,

however, the computational cost is also significantly increased from that of DFT for the use

of non-local functional for bulk materials. Often pseudopotentials (PPs) are used in DFT

calculations, which reduces the number of electrons to be calculated whereby lowering the

overall computational cost. Although the inclusion of the HF exchange has been shown to

significantly improve the band gap12,13, the HF is only applied to valence electrons but the

PPs are still generated by standard LDA/GGA.

A common belief for the underestimated DFT band gap in d-electron systems is the

unphysical self-interaction due to the local mean-field treatment. Despite also being a mean-

field approach, the HF approximation does not suffer from such an error so it yields a larger

band gap. This raises the question why not use HF PPs for elements for which the self-

interaction error dominates over the correlation effect in their semicores. Note that a recent

work14 showed that the use of hybrid functional PP would lead to a small albeit consistent

improvement as compared to the inconsistent PBE PP-based hybrid functional calculations,

in terms of all-electron PBE0 results. Given the remarkably distinct relaxation effect of core

and valence electrons15, including the same percentage of HF (25%) as that of outer valence
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electrons is probably insufficient to treat the core electrons, responsible for the marginal

change of the electronic structure. In this regard, it is instructive to explore an alternative

hybrid functional calculation, i.e., the PP purely constructed from HF in combination with

the DFT approximation for valence electrons, in order to deepen the understanding of HF

exchange on the electronic structure. Such a treatment inherently has the advantage of

computational efficiency as the cost is on par with standard DFT.

Note that, although since the birth of ab initio PPs, we have been acquainted with

the practice of generating the PPs using the same functional as the one used for solid-

state calculations, such a consistency is not required. As a matter of fact, not only has

this tradition been abandoned in hybrid functional calculations, but also the concept of

“inconsistent PP approach16”, although not satisfactory in theory, has been around for

some time now, which disconnects the issue of how to obtain PPs from the issue of how to

apply them to condensed matter.

Following such a spirit, in this work, we develop HF PPs and apply them to electronic

structure calculations of solids. Our approach may also be viewed as a hybrid approach, i.e.,

we use the HF method to generate the PPs, while using standard DFT for bulk study. How-

ever, there is an important difference from other hybrid functionals, namely, our approach is

free of mixing parameters. The results on II-VI, III-V and group-IV semiconductors reveal

a systematical improvement on the band structure, in particular, on the band gap. For

examples, the band gap of wurtzite ZnO (zinc-blende ZnO) is increased from 0.86 eV to

2.13 eV (0.68 eV to 1.85 eV), while the Zn 3d states are pushed down to deep energies. The

band gap of rocksalt CdO, on the other hand, is increased from 0 to 0.69 eV (versus 0.84 eV

by experiment). By an intensive investigation of typical binary semiconductors, we provide

a general guideline for the optimal choice of the PPs (between HF and PBE) over a wide

range of elements. Moreover, the HF PP serves as a better starting potential for DFT+U

and HSE calculations, for instance, for ZnO it yields a remarkable band gap in agreement

with experiment without having to adjust any parameters empirically. Finally, we stress

that our hybrid scheme using HF PP alongside with standard DFT for solids maintains the

cost efficiency of the DFT, and is thus particularly suited for large-scale systems such as

defects and heterostructures.

2. Methodology and models

2
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In our study, the HF approach, as implemented in the OPIUM code developed by Rappe

group14,17,18, was used to generate the PPs, where the scalar relativistic effect was included,

but not the spin-orbit interaction (See Table S1 in the Supplemental Material for more details

of the HF PPs). For this reason, heavy elements such as Sn and Pb were not considered

here. Unless specified, bulk calculations were carried out by using the Quantum ESPRESSO

code19 with the Perdew-Burke-Ernzerhof (PBE)20 exchange correlation functional. The II-

VI, III-V and group-IV semiconductors typically have the diamond (DM), zinc-blende (ZB),

wurtzite (WZ) and rocksalt structures with a few exceptions. The experimental lattice

constants were used. The energy cutoff was set to 60 Ry. The total energy convergence

criteria was 10−6 Ry/cell. The 10×10×10, 12×12×8 and at least 8×8×8 k -meshes were

respectively used for the diamond and zinc-blende structures, wurtzite structures, and the

rest structures.

3. Results and discussion

Table I shows the calculated band gap using PBE PPs, HF PPs, and optimal PPs (Note

that the optimal PP corresponds to the PP combination between PBE and HF which yields

the largest band gap as will be further illustrated below.), in comparison with experiments.

More details on the results can be found in Table S2 in the Supplemental Material. Compared

to PBE PP, the HF PP yields a larger or at least comparable band gap in most cases. In

other words, HF PPs produce results that are in better agreement with experiments. Such a

favorable trend for the HF PPs is irrespective of the crystal structures. The only exceptions

are the phosphorus compounds (i.e., GaP and InP). However, they are originated from

different reasons. For GaP, the HF PP places the energy at X point slightly below that at

Γ point, while for InP, the energy lowering directly occurs at Γ point (see Fig. S1 in the

Supplemental Material). Table I reveals noticeable gap opening for late transition metal

(TM) oxides, e.g., MnO, ZnO, CdO, and In2O3. By contrast, the band gaps between PBE

and HF PPs just differ slightly for early-TM and alkaline oxides (TiO2 and MgO).

Figure 1 shows the band structures of rocksalt MnO, ZB ZnO and ZB ZnSe to illustrate

the effect of the HF PPs on them. Results for other systems can be found in Fig. S1 of

the Supplemental Material. Remarkably, the HF PPs change the band structure of MnO

considerably, as can be seen in the left panel of Fig. 1(a) where a lowering of the Mn

d-states happens on both the occupied and empty d-states but not much on their mutual

3
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TABLE I: Band gaps calculated by different PP combinations and the corresponding experimental

values, in eV, as well as the band gap type, direct (D) or indirect (I). The systems are crystallized

in DM, ZB, WZ and the other structures including rocksalt MgO and MnO, rutile (R) and anatase

(A) TiO2, and cubic bixbyite In2O3 (∗Note that CdO is crystalized in rocksalt structure where

we put it in ZB just for comparison). In the “Method” column, the optimal PP combination is

indicated with the former for cation and the latter for anion. The boldface systems are those with

sizable band gap corrections by HF PPs relative to the results of PBE PPs.

System
Band gaps Optimal

Exp. I/D
HF PP PBE PP Method Gap

DM
Si 0.63 0.59 HF 0.63 1.17a I

Ge 0.004 0 HF 0 0.74a I

ZB

GaN 1.98 1.81 HF+HF 1.98 3.30b D

GaP 1.16 1.61 PBE+PBE 1.61 2.35a I

GaAs 1.04 0.51 HF+HF 1.04 1.52a D

InN 0 0 - - 0.78b D

InP 0.41 0.69 HF+PBE 0.99 1.42a D

InAs 0.24 0 HF+HF 0.24 0.42a D

ZnO 1.85 0.68 HF+HF 1.85 3.27c D

ZnS 2.40 2.10 HF+PBE 2.77 3.72a D

ZnSe 1.61 1.27 HF+PBE 1.91 2.82a D

CdO∗ 0.69 0 HF+HF 0.69 0.84a I

CdS 1.20 1.15 HF+PBE 1.66 2.5d D

CdSe 0.84 0.63 HF+PBE 1.12 1.74a D

WZ

GaN 2.35 2.16 HF+HF 2.35 3.50a D

InN 0.10 0.02 HF+PBE 0.11 0.78b D

ZnO 2.13 0.86 HF+HF 2.13 3.44a D

ZnS 2.49 2.17 HF+PBE 2.84 3.91a D

CdS 1.28 1.22 HF+PBE 1.74 2.48a D

Others

MgO 5.13 4.71 HF+HF 5.13 7.9a D

TiO2(R) 1.86 1.89 PBE+HF 1.93 3.06e D

TiO2(A) 1.97 2.14 PBE+HF 2.18 3.20e I

MnO 1.67 0.91 HF+HF 1.67 3.6∼4.1f I

In2O3 1.87 1.16 HF+HF 1.87 <2.9g I
aRef.3, bRef.21, cRef.22,23, dRef.24, eRef.25, fRef.26–29, gRef.30–33
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FIG. 1: (Color online) Band structures calculated by using HF PPs (red solid lines) and PBE

PPs (blue dashed lines) for (a) MnO, (b) ZB ZnO, and (c) ZnSe. We take the lowest unoccupied

non-d states at Γ which are anion p states (mixed with the cation s states in the cases of ZnO and

ZnS) as the energy reference zero. Right panel in (a) shows the DFT+U band for MnO with U =

4 eV. For ZnO in (b), besides the PBE and HF PP results, HSE results with HF PPs (black solid

lines) are also shown. The high symmetric paths of the first Brillouin-Zone are shown in Fig. S2

of Supplemental Material.

repulsion. This leads to considerably-lower empty d states at the conduction band minimum.

A lowering of the occupied d-states reduces the p-d repulsion to the occupied O p-states,

so the valence band maximum (VBM) in the HF PP calculation is also lowered. The net

result is an opening of the band gap from that of PBE (0.91 eV) by 0.76 eV to 1.67 eV. The

changes in the energy dispersion of the upper occupied bands resemble those by high-level

self-interaction corrected DFT34 and exact-exchange LDA/RPA calculations35,36, as can be

more clearly seen in the right panel of Fig. 1(a) for which more discussion will be given

later. The fact that the improvement due to HF PP on empty states is limited is also seen

in other TM oxides, e.g., by the almost unchanged band structure of TiO2 (See Fig. S1 in

5
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the Supplemental Material). In either calculations, MnO takes a type-II antiferromagnetic

structure37 and the local magnetic moment on Mn is very much unchanged. As will be

shown below, the deficiencies of the HF PP here can be offset by introducing a physics-

based effective Hubbard U on the semicore d-orbitals.

For ZB ZnO in Fig. 1(b), we see that, due to the use of HF PPs, the Zn 3d states

move ∼5 eV down to a position ∼10 eV below the VBM. Now the Zn 3d semicore gets

much-less interactions with the O p bands so its band width is reduced to only 1.1 eV.

The highest-occupied oxygen p band, on the other hand, moves down nearly rigidly with

respect to that using PBE PPs to open up the band gap. ZnO is notorious for its too small

calculated band gap. Therefore, it is useful to compare the result here with those calculated

by other approaches: our standard PBE PPs yield a gap of 0.68 eV, which is consistent

with the previous result of 0.65 eV38. The gap is increased to around 1.5 eV in Hubbard

U calculation39 or by using Engel-Vosko scheme40,41. HSE hybrid functional calculation, on

the other hand, yields a gap of 2.3 eV39. Although GW calculation39 can produce a gap of

∼3.3 eV that is in better agreement with experiment, the convergence of band gap is still

a matter of controversy42–44 and it demands huge computational resources45. By contrast,

our HF PPs yield a gap of ∼1.9 eV, which is already comparable to that of HSE, yet the

computational efficiency remains at that of DFT. Similar results are also found in WZ ZnO

whose gap is increased from 0.86 eV of PBE PP to 2.13 eV of HF PP, as shown in Table I.

For rocksalt CdO, which has a 4d, instead of a 3d, semicore, PBE PPs inaccurately predict

a metallic behavior4, whereas HF PPs move down the Cd 4d bands (by about 3 eV) and the

topmost valence bands to open an indirect gap of 0.69 eV (See Fig. S1 of the Supplemental

Material).

Se is the element in the same column as O in the Periodic Table. Compared to ZnO,

ZnSe in Fig. 1(c) has deeper Zn 3d states, as well as a smaller band gap due perhaps to

the lower Se anti-bonding p states (see Fig. 2). As a result of the deeper Zn d states, the

PBE PP band gap error in ZnSe of 1.55 eV is smaller than that in ZnO of 2.59 eV. The

improvement by HF PP follows the same trend, namely, 0.34 eV for ZnSe but 1.17 eV for

ZnO. From a similar point of view, one can easily understand why DFT generally performs

better for GaN and GaAs than for ZnO and ZnSe, say, the 3d semicore states of Ga lie much

deeper in energy than those of Zn.

From our discussion in the beginning, in principle, the PPs can be either HF-type or
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FIG. 2: (Color online) Partial densities of states of ZnSe obtained with the use of various com-

binations of PPs: (a) Zn(HF)+Se(HF), (b) Zn(HF)+Se(PBE), (c) Zn(PBE)+Se(HF), and (d)

Zn(PBE)+Se(PBE). The conduction band minimum is set as energy zero.

PBE-type. To optimize the band gap, therefore, we use various combinations of PPs in the

calculations and the optimal band gaps are summarized in Table I, as well as in Table S2 of

the Supplemental Material. Figure 2 takes the ZnSe above as an example to illustrate the

effect of the mixed PPs in some details, where the partial densities of states (PDOS) are

plotted. Note that there are four possible combinations of the PPs, namely, (HF or PBE

PP for Zn)⊗(HF or PBE PP for Se), so we have four sub panels in Fig. 2. For simplicity,

we may ignore the rich details in the PDOS but focus only on the band gap and energy

positions of the Zn 3d semicore states. We see that both the band gap and the semicore

positions are determined by the type of Zn PP, insensitive to the type of Se PP. In other

words, if a Zn HF PP is used, the system has a relatively larger gap of 1.61 and 1.91 eV,

respectively, with a low-lying Zn 3d semicore at around 13 eV below the VBM. If, on the

other hand, a Zn PBE PP is used, the band gap of the system decreases by ∼0.6 eV with

the Zn 3d semicore at only 6 eV below the VBM.
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FIG. 3: (Color online) A schematic illustration of the expected correction to the band gap by HF

PPs in systems containing semicore d electrons. The energy positions of the d states of different

systems relative to the Fermi level (EF ) are also shown. The color represents the correction to the

band gap by HF PPs. The higher the d-electron density and/or the closer to the EF , the larger

the correction.

Then, let us briefly discuss the distinct effects of HF PPs on different elements in a binary

semiconductor as reflected by Table I. Often, self-interaction error is significant for the cation

because losing valence electrons to the anion exposes its semicore d-electrons. Therefore,

one may expect a HF PP should work better than a LDA/GGA PP. By contrast, the anion

typically has much deeper core electrons while its valence electrons are more delocalized

so the correlation effect is important but not the self-interaction error. Accordingly, the

LDA/GGA PP is expected to be a better choice. For different cations involving d semicores,

the degree to which the HF PP can improve the band gap may also be different. As it turns

out, there are two important factors, i.e., i) the electron density and ii) the energy position

with respect to the Fermi level (EF ) of the d semicores that determine the HF PP band-gap

correction. Generally speaking, the higher the density and/or the closer to the EF , the larger

the correction of the HF PP. This is schematically illustrated in Fig. 3, as an example, for

3d TM elements. For elements on the left of the figure such as Ti4+, because its d states are

totally unoccupied, e.g., in TiO2, little improvement can be expected from a HF PP. For

element in the middle such as Mn2+, on the other hand, because its d states are half-occupied

8
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FIG. 4: (Color online) A map indicating the element-specific PP type, between HF PP and PBE

PP, in the Periodic Table. The “Tiny difference” means that the HF PP and PBE PP produce

band gaps with very small difference.

by five d electrons across the Fermi level, e.g., in MnO, the influence of the HF PP on the

band gap can be remarkable (here, for simplicity, we ignore the effect of spin polarization

as it will not qualitatively change our physical picture). For elements on the right such as

Zn2+, while the d states become fully occupied, their energies are moved away and down

from EF , e.g., in ZnO, thus it will be the interplay between the two factors mentioned above

that determines the usefulness of the HF PP. Putting all together, the qualitative discussions

here establish a simple yet remarkable trend in band-gap improvement that one may expect

from using the HF PPs for TM compounds, which has been an insurmountable obstacle for

LDA/GGA.

Another question is how the removal of the self-interaction error for core electrons af-

fects the valence electrons and thus the band gap within the HF PP. For this purpose, we

performed all-electron HF and PBE calculations on the typical isolated atoms (Zn, Ga, Ge,

As and Se) with FHI-aims46, and the results are shown in Fig. S3 in the Supplemental

Material. A remarkable difference by the HF method is the generally much deeper energy

levels for core and semi-core d electrons as compared to those by the PBE. Thus, a weaker

9
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(semi-)core-valence interaction should be expected when conducting the HF core-PBE va-

lence calculations, which certainly decreases the repulsion to the valence states and hence

opens the band gap. This is in good accordance with the down-shift of 3d states and larg-

er band gap when invoking the HF PP for solids. In short, using the HF PP lowers the

energy of (semi-)core states, which in turn weakens their repulsion to the valence states in

comparison with the case of PBE PP, and consequently enlarges the band gap.

The results in Fig. 2 reveal that the largest (optimal) band gap of 1.91 eV for ZnSe is

obtained by a combination of Zn HF PP and Se PBE PP, rather than by using pure HF

PPs or pure PBE PPs. It reinforces the notion that cation and anion may prefer a different

type of PPs, as mentioned earlier. In Fig. 4, we summarize the element-specific PP type

according to the calculated optimal band gaps in Table S2 of the Supplemental Material.

It suggests that the HF PP works better for elements located in the central region of the

Periodic Table while the PBE PP works better for elements located in the lower right corner

of the Table. For elements on the borderlines between the two, either PP produces similar

results. Oxygen, due to its highly localized p states47, appears to be a special case and is

also in favor of the HF PP.

We have to emphasize that the optimal choice of PP must be sensitive to the element va-

lence state, rather than fully determined by the element type, in particular for the early-TMs

as the different valence states unambiguously correspond to different d-electron configura-

tions. For example, we also calculate the electronic structures of semiconducting Ti2O3 and

β-Ti3O5 which both have a band gap around 0.1 eV in experiment48,49. Either the HF or

PBE PP method fails to predict a finite band gap for these two systems (See Fig. S4 in the

Supplemental Material). Although the obtained electronic structures resemble each other

likewise in TiO2, we notice that the spin-polarized properties are considerably enhanced in

the β-Ti3O5 by the HF PP as compared to the PBE PP, implying the effect on magnetism.

The usefulness of HF PP can be further demonstrated through its ability to improve

higher-level calculations, such as DFT+U and HSE. For example for MnO, Fig. 1(a) shows

that the insufficient spin splitting between the occupied and unoccupied d states causes a

too small band gap. This drawback can be fixed by DFT+U method (See the right panel

of Fig. 1(a)). Using a U = 4 eV together with HF PPs yields a band gap of 3.0 eV, which

is on par with the conventional HSE result50 but without extra computational cost. If we

perform the HSE calculation alongside with the HF PPs, on the other hand, we obtain a

10
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TABLE II: The lattice constant a (Å) and cohesive energy Ecoh (eV/formula unit) calculated by

the HF and PBE PPs, respectively, in comparison with the experimental values. Relative errors to

the experiments are shown in the parentheses. The results of Si, GaAs and ZB ZnO are obtained

by using the cubic cells. For the WZ ZnO, its symmetry is kept and the c/a ratio is fixed to the

experimental value 1.602 in the calculations.

HF PP PBE PP Experiment

a Ecoh a Ecoh a Ecoh

Si
5.75 3.99 5.46 5.46

5.43a 4.63b

(5.9%) (-13.8%) (0.6%) (17.9%)

GaAs
5.92 7.98 5.75 8.26

5.65a 6 .7c

(4.8%) (19.1%) (1.8%) (23.3%)

ZnO 4.80 7.16 4.61 7.35
4.63d -

(ZB) (3.7%) (-0.4%)

ZnO 3.42 7.06 3.29 7.36
3.25a 7.52e

(WZ) (5.3%) (-6.1%) (1.2%) (-2.1%)
aRef.3, bRef.51, cRef.52, dRef.53, eRef.54

band gap of 4.1 eV, which is in very good agreement with experiment26–29. Likewise, for

ZnO, the HSE alongside with HF PPs yields a band gap of 3.2 eV, as shown in Fig. 1(b),

which is also in very good agreement with experiment22,23. The fact that we can get good

results with no need of tuning the mixing parameters suggests that the HF PP may capture

part of the essential physics of localized electrons.

In addition, we also investigate the effect of HF PP on the lattice constant and cohesive

energy. The results for typical systems are summarized in Table II, where the values in

parentheses are the relative errors to the experiments. It shows that the standard PBE PP

method could reproduce the lattice constants well with errors less than 2%. In contrast,

the HF PP makes predictions with the errors around 4%∼6%. For the cohesive energy, the

two kinds of PP behave at the similar level and the HF PP is sometimes better. These

results indicate that the HF PP might not be suitable for predicting the structure-related

properties, but might be suitable for predicting the electronic properties such as the cohesive

energy and band gap. Generally, the HF PP tends to give a larger lattice constant but a
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smaller cohesive energy, as compared to the conventional PBE PP.

4. Conclusions

In conclusion, we introduce a Hartree-Fock PP for core electrons, alongside with the stan-

dard DFT such as PBE for valence electrons, to perform electronic structure calculations.

We show a systematic improvement of the band gap over a range of semiconductors of notice-

ably different physical properties, especially for those with occupied d states. The method

can be further improved by adopting the mixed PP approach. As the HF PPs are fully

compatible with standard DFT calculations, no additional computational cost is required.

While the DFT+U method holds the same advantage, the system-dependent parameter U

not only deviates from the principles of ab initio methods but also its application to atomic

s and p states55 is controversial. Last but not least, the HF PPs alongside with +U or

HSE yield significantly improved band gap for special systems such as MnO and ZnO. It is

reasonable to speculate that the HF PPs may also be helpful for the GW calculations, such

as the notorious band-gap convergence problem in ZnO.
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