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Here we review the recent development of extreme ultraviolet reflection-absorption (XUV-RA)
spectroscopy. This method combines the benefits of X-ray absorption spectroscopy, such as
element, oxidation, and spin state specificity, with surface sensitivity and ultrafast time resolution,
having a probe depth of only a few nm and an instrument response less than 100 fs. Using
this technique we investigated the ultrafast electron dynamics at a hematite (α-Fe2O3) surface.
Surface electron trapping and small polaron formation both occur in 660 fs following photoexci-
tation. These kinetics are independent of surface morphology indicating that electron trapping is
not mediated by defects. Instead, small polaron formation is proposed as the likely driving force
for surface electron trapping. We also show that in Fe2O3, Co3O4, and NiO, band gap excitation
promotes electron transfer from O 2p valence band states to metal 3d conduction band states. In
addition to detecting the photoexcited electron at the metal M2,3-edge, the valence band hole is
directly observed as transient signal at the O L1-edge. The size of the resulting charge transfer
exciton is on the order of a single metal-oxygen bond length. Spectral shifts at the O L1-edge
correlate with metal-oxygen bond covalency, confirming the relationship between valence band
hybridization and the overpotential for water oxidation. These examples demonstrate the unique
ability to measure ultrafast electron dynamics with element and chemical state resolution using
XUV-RA spectroscopy. Accordingly, this method is poised to play an important role to reveal
chemical details of previously unseen surface electron dynamics.

1 Introduction

1.1 Surface Electron Dynamics

Surface electron dynamics play an important role in energy
conversion processes.1–3 For example, photovoltaics operate by
charge separation across a heterojunction to produce a current,4,5

while photo- and electrocatalysts rely on charge injection at a cat-
alyst/reactant interface to drive a surface chemical reaction.6–9 In
many systems of current interest the early events leading to en-
ergy conversion are driven directly by light, making the study
of photoinduced electron dynamics especially relevant for un-
derstanding the mechanisms and material properties governing
device efficiency.10–14 In such cases it is the time evolution of
excited states that mediates energy transfer and drives even-
tual charge separation. When well controlled, these dynam-
ics form the basis for efficient solar energy conversion such as
in real15–17 and artificial16,18,19 photosynthetic systems, pho-
tovoltaics,1,11,20 and photocatalysts.7,21,22 However, processes
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such as carrier thermalization,23,24 exciton recombination,25,26

charge trapping,7,27 and photodegradation28,29 represent funda-
mental limits on device efficiency, making the fields of photo-
chemistry and photophysics inseparably connected with the ad-
vancement of energy conversion applications.

Much work has been done in the field of molecular photochem-
istry, which provides a fundamental framework for understanding
light-driven chemistry in molecules.30–33 This work has extended
to solid-state materials as well; however, in contrast to individual
molecules, solids have a complicated electronic band structure
that can be difficult to predict theoretically34,35 and challenging
to probe experimentally. Additionally, unlike molecules, solids are
inherently heterogeneous. This is especially true of the surface
electronic structure, which can vary greatly from the bulk elec-
tronic structure due to under-coordination,36,37 interface bond-
ing,38,39 and chemical and structural defects.40,41 In many cases
defects states form exclusively at a surface, for example in the
case of oxygen vacancy defects, which serve as n-type donors and
electron trap states at the surface of many metal oxide semicon-
ductors.42,43 In other cases impurity induced defect states tend
to segregate to a surface or interface.44,45
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Due to this complexity associated with surface chemistry and
surface electronic structure, more is currently understood about
molecular photophysics and reaction dynamics by comparison to
solids. Using a variety of spectroscopic probes, it is possible to
follow molecular photophysics with chemical detail, and reviews
have been written describing charge, spin, and structural dynam-
ics in a large range of molecular chromophores and photocata-
lysts.46–49 Unfortunately, this level of detailed understanding is
often lacking with regards to analogous processes occurring on
solid surfaces due to the challenges associated with probing sur-
faces selectively with sensitivity to oxidation state, spin state, lat-
tice distortions, electron-phonon coupling and carrier thermaliza-
tion. Accordingly, surface photochemistry represents a challeng-
ing frontier with relevance to numerous catalytic and energy con-
version processes. Because the advancement of many technolo-
gies relies on the ability to understand surface electronic struc-
ture and interfacial carrier dynamics in relevant systems, there
is a real need to develop and utilize new methods to study the
surface electronic structure of these materials in real time with
chemical state resolution.

1.2 Time-Resolved Optical Methods

A number of optical spectroscopies exist for measuring time-
resolved dynamics, including pump-probe transient absorp-
tion,50–53 transient reflection,54–56 and transient grating spec-
troscopy57,58 photoluminescence59,60 and time correlated sin-
gle photon counting,61,62 two photon photoemission,63–65 and a
number of multidimensional66–68 and nonlinear techniques.69,70

Many papers have been devoted to describing the utility of these
methods.

A challenge of optical spectroscopy in the ultraviolet (UV), vis-
ible (VIS), and near infrared (NIR) spectral ranges is the diffi-
culty associated with interpreting broad, overlapping features in
terms of the chemical states involved in these transitions.71 The
valence and conduction band states involved in optically driven
transitions straddle the Fermi level and are the only energy levels
that can be accessed by the approximately 1–6 eV photon ener-
gies associated with UV/VIS/NIR spectroscopy. These bands are
composed of the hybridized energy levels resulting from atomic
bonding and anti-bonding interactions in extended crystals.72,73

Because these interactions give rise to a solid-state band structure
where atomic orbitals are significantly broadened via extended
bonding interactions, transitions probed by optical absorption are
correspondingly broad and often overlap. As a result, it is not triv-
ial to assign absorption features to specific transitions in a solid
due to the delocalized nature of these hybridized states and the
large extent of overlap between the various features.

This challenge is depicted for the case of α-Fe2O3 in Figure 1,
where the optical absorption spectrum shows seven broad, over-
lapping features between 2 and 5.5 eV. However, the chemical
origin of these transitions remains a question of significant in-
terest,71,74,75 where possibilities include 1) intraband d-d exci-
tations associated with a Mott-Hubbard band gap, 2) interband
excitations associated with a charge transfer band gap, and 3)
absorption by mid-gap states resulting from electronic and struc-

Fig. 1 The reflectance-corrected steady-state optical absorption spec-
trum of a 20 nm hematite thin film (red). The spectrum was fit (dashed
black) to the sum of seven Gaussian bands, which are plotted individually.
Reprinted with permission from ref.71. Copyright 2016 Royal Society of
Chemistry.

tural defects. Because of intense interest in the use of metal ox-
ide semiconductors as photocatalysts, many time-resolved stud-
ies based on optical transient absorption have been performed to
understand the relationship between photoinduced charge car-
rier dynamics and the resulting photocatalytic activity. Based
on these studies, spectral signatures of carrier trapping at defect
states have been assigned.76–79 However, using only UV/VIS/NIR
absorption the chemical origin of the implicated trap states (i.e.
oxygen vacancy, metal vacancy, small polaron, etc.) is often not
discernable.

1.3 Time-Resolved X-Ray and XUV Absorption
In contrast to valence band excitations measured by UV/VIS/NIR
absorption, extreme ultraviolet (XUV) and X-ray absorption spec-
troscopies probe core-to-valence transitions.74,80 To a first ap-
proximation, atomic core levels do not participate in chemical
bonding, so they are not appreciably broadened or shifted in a
solid material relative to isolated atoms. This means that in solid-
state spectroscopy, the core-hole energy can act as an element spe-
cific tag where the measured transition energy reflects the atomic
core-level involved and includes shifts due to final state effects
while the near edge fine structure provides detailed information
about the valence band electronic structure with element specific
resolution.81 Figure 2 schematically depicts this comparison be-
tween UV/VIS/NIR spectroscopy of valence states and core-hole
spectroscopy accessible only in the XUV and X-ray spectral re-
gions. Part A shows a comparison between the element-specific
transitions measured by a broad band XUV pulse and the opti-
cal absorption spectrum measured by a UV/VIS/NIR probe pulse.
Part B depicts how the broad band XUV pulse can be used to
follow valance band electron dynamics with element specific res-
olution in an optical pump, XUV probe experiment.
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Fig. 2 (A) Valence band transitions as probed by UV/VIS/NIR absorption lead to spectra with many overlapping features due to strong valence orbital
hybridization. Core-to-valence transitions as probed by broad band XUV absorption provide element-specific electronic structure information. (B) In
an optical pump, XUV probe experiment the pump initiates valence band excitation which is subsequently probed by the element specific broad band
XUV beam. As a result, detailed understanding of the valence band electronic structure is achieved with ultrafast time resolution and chemical state
specificity.

For this reason X-ray absorption spectroscopy can provide de-
tailed information, not only on the elemental composition of a
material, but also on the oxidation states, spin states, and ligand
coordination geometry, making these methods particularly pow-
erful for detailed electronic structure characterization.82 Further-
more, the theory of X-ray absorption is well developed, and com-
putational methods exist for interpreting X-ray spectra, where ab-
sorption edge onset, near edge multiplet structure, and extended
edge fine structure yield detailed information on both the elec-
tronic and crystalline structure of a material.81,83,84 Despite the
attractive benefits of XUV and X-ray absorption spectroscopy, the
development of X-ray light sources with the ability to resolve ul-
trafast electron dynamics has, until recently, limited progress in
this field.

1.4 Ultrafast X-Ray and XUV Light Sources

Perhaps the most developed and utilized source for transient X-
ray absorption spectroscopy is third generation synchrotron facil-
ities which produce pulses of 30–100 ps duration as determined
by the equilibrium length of the electron bunch. Most transient
x-ray absorption experiments at these facilities report a time res-
olution on the order of 80 ps.71,85–87

Extended efforts to develop X-ray light sources with ultra-
fast pulse durations and high peak and average power have
resulted in the recent availability of X-ray free electron lasers
(XFELs).88–92 These fourth generation light sources produce fs
pulses of coherent X-ray radiation with a fluence that far exceeds
that of a third generation synchrotron. Several XFELs currently
exist that offer the capability to perform ultrafast transient X-ray
absorption.89–91

Tabletop generation of X-ray radiation based on a laser driven
processes offers an attractive alternative to X-ray absorption spec-
troscopy at large-scale facilities. X-ray lines produced by laser
plasma generation from a solid or liquid target have been used
primarily for transient x-ray diffraction rather than x-ray absorp-
tion.93–95 Pulses produced by this technique are on the order of
100s of fs.96–98

High harmonic generation (HHG) from a fs driving laser can
produce ultrafast pulses in XUV and soft X-ray spectral regions.
Pulse durations accessible by HHG range from 100 fs to <100
as.99–102 Using an 800 nm driving field, the HHG can produce
XUV light with photon energies up to approximately 150 eV. It
has been recently demonstrated that using a mid IR driving field,
this energy range can be extended to the soft X-ray range beyond
the carbon K-edge at 285 eV.103–105

Returning to the question of optical absorption bands in Fe2O3
as an example, Vura-Weis et al. showed that photoexcitation
at 400 nm excites a charge transfer band gap transition, which
is analogous to a ligand-to-metal charge transfer transition in a
molecular complex, where an electron is moved from O 2p va-
lence band states to Fe 3d conduction band states.74

This ability of XUV transient absorption spectroscopy to follow
ultrafast processes with chemical state resolution opens many ex-
citing opportunities with respect to detailed studies of electron
dynamics in energy conversion materials. Leone and co-workers
have extended these studies to a range of additional semiconduc-
tors demonstrating time resolution ranging from 100 fs to the as
regime.106–110 Here we describe extending ultrafast XUV absorp-
tion spectroscopy to follow electron dynamics with chemical state
resolution and surface sensitivity.
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1.5 XUV Reflection-Absorption Spectroscopy of Surfaces
Treating surface and interfacial electron dynamics as a special
case of condensed phase electron dynamics, there has not been
extensive focus on surface electron dynamics as measured by X-
ray absorption spectroscopy. This is partly because most surface
sensitive spectroscopy is based on photoemission rather than ab-
sorption spectroscopy, where the surface sensitivity is determined
by the inelastic mean free path or escape depth of a photoelec-
tron.111 Several types of time-resolved photoemission studies ex-
ist, including two photon photoemission (2PPE)112,113 and opti-
cal pump, XUV probe photoemission spectroscopy.114,115 We note
that 2PPE exclusively measures valence band electron dynamics
as the photon energies employed are not sufficiently high to ion-
ize electrons from core orbitals. XUV light produced by HHG can
ionize core electrons, and there have been several recent studies
demonstrating the ability to probe photoemission from element
specific core states using time-resolved XUV photoemission with
a HHG light source.36,116

Building on the capabilities of time-resolved photoemission
studies, there are several advantages of X-ray absorption spec-
troscopy, which motivate the development of surface sensitive X-
ray absorption described here. Photoemission spectroscopy mea-
sures the kinetic energy of electrons ejected into vacuum provid-
ing information only on the core electron binding energy. In X-
ray absorption measurements the absolute core-hole transition
energy serves as an element specific tag similar to X-ray photo-
electron spectroscopy, while the absorption lineshape can be in-
terpreted as a projection of valence band electronic structure. For
this reason X-ray absorption spectroscopy has been widely used to
measure local coordination and electronic structure with element-
specific resolution in a variety of molecular systems.117–120 This
article focuses on our recent efforts to extend these measurements
to the study of ultrafast electron dynamics at surfaces.

Fig. 3 12

To achieve surface sensitivity during transient XUV absorption
measurements, we have adopted a reflection-absorption (RA) ge-
ometry, where the XUV probe beam reflects from a sample sur-
face at a near grazing incidence angle.121–123 A schematic of this
reflection experiment compared to an absorption experiment in
transmission geometry is depicted in Figure 3. In a transmission
geometry, the sampling depth can be approximated as the inverse

of the attenuation coefficient as shown in panel A. Considering
this same interaction length now projected at a near grazing inci-
dence, the probe depth relative to the sample normal can be given
as

lz =
sinθ

α
(1)

where lz is the attenuation length in the direction normal to the
sample surface, α is the attenuation coefficient of the XUV probe
beam, and θ is the incidence angle of the probe beam relative to
the sample plane as shown in panel B. As described below, mea-
suring the resonant attenuation of the specular reflection provides
analogous information to a transmission mode XUV absorption
experiment. However, given the high resonant attenuation coef-
ficients for metal oxides shown in Table 1, the interaction of the
probe beam in this reflection measurement only extends several
nm from the sample surface, making XUV-RA spectroscopy selec-
tive to a material surface.

Table 1 Attenuation coefficients and probe beam interaction regions in
transmission and reflection-absorption experiments for Fe2O3, Co3O4,
and NiO.

Metal oxide α / nm−1 lz / nm

Fe2O3 0.102 74 1.36
Co3O4 0.036 106 3.87
NiO 0.064 124 2.17
TiO2 0.136 124 1.02

In addition to surface sensitivity, XUV-RA spectroscopy is com-
patible with the study of functional materials. Due to the short
transmission length of XUV radiation, absorption spectroscopy is
typically limited to samples with thickness of approximately 100
nm deposited to XUV transmissive substrates.74 In contrast, XUV-
RA measurements can be performed on materials of any thick-
ness, regardless of substrate. This is especially important in the
study of catalytic materials where altering the thickness or under-
lying substrate of a catalyst can significantly influence its catalytic
performance.

Fig. 4 XUV harmonic spectrum generated in Ne gas as measured after
reflectance from a Si mirror (A) and from a Fe2O3 sample (B). The dip
at approximately 55 eV in spectrum B reflects resonant attenuation by
the Fe M2,3-edge absorption. The generation of both even and odd or-
der harmonics is achieved by mixing the 800 nm driving field with a 400
nm symmetry breaking field to achieve a continuous, broad band spec-
trum. Adapted with permission from ref.121. Copyright 2017 American
Chemical Society.
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2 Developing XUV Reflection-Absorption
Spectroscopy

2.1 Instrument Description and Methods

Figure 4 shows the spectral profile produced by HHG in neon gas
using an 800 nm driving field (pulse energy: 2.0 mJ, pulse du-
ration: 35 fs). No even order harmonics can be generated in a
centrosymmetric medium. To produce an XUV probe spectrum
containing both even and odd harmonics, a 400 nm symmetry
breaking field (pulse energy: 45 µJ) is overlapped with the 800
nm driving field in the gas interaction region. This allows for
a more continuous spectrum to use as an XUV analog to white
light. Despite the frequency comb present in this spectrum, even
the valley regions have sufficient intensity for measuring XUV ab-
sorption across the entire spectral window shown. As will be de-
scribed in detail below, this XUV region accessible by HHG is ideal
for core-level spectroscopy at the M2,3-edges of the 3d transition
metals.

Details of the experimental procedure for XUV-RA spectroscopy
have been described elsewhere.121 In short, the XUV beam is fo-
cused onto the sample at an incident angle of 8◦ relative to the
sample plane using a toroidal mirror. The XUV beam reflected
from the sample is then spectrally dispersed onto a CCD detector
using a spherical grating. A diagram of the instrument is given
in Figure 5. For ground state measurements, the reflectance of
a sample (Rsample) is measured with respect to a Si reference as
given by

Rsample =
Isample

ISi
(2)

where Isample and ISi are the reflected XUV flux from the sample of
interest and the Si reference, respectively. To put this measured
spectrum in log units and correct for the known reflectance of Si,
Reflection-Absorption is calculated as

RA =−log(Rsample ·RSi) (3)

Reflected XUV harmonics from Si and Fe2O3 are shown in Figure
4A and 4B, respectively. For time-resolved measurements, the
XUV flux reflected from the sample is measured with the optical
pump beam both on and off as a function of time delay between
pump and probe pulses. The transient RA signal is reported in
units of ∆mOD as given by

∆mOD =−log
(

Ipump on

Ipump o f f

)
·103 (4)

2.2 Interpreting XUV Reflection-Absorption Spectra

As shown in Figure 6 XUV-RA spectra differ significantly from
those measured in a transmission experiment of the same ma-
terial. Therefore, it is pivotal to understand the origin of the dif-
ference in XUV-RA lineshapes compared to the traditional trans-
mission experiments in order to obtain the same chemically rich
information available in a traditional absorption experiment.

To address this issue, we have adapted a semi-empirical
method to simulate an XUV-RA spectra from its known transmis-

sion analogue. This simulation method reveals the physical origin
of the distinct lineshapes measured by XUV-RA spectroscopy. The
simulation procedure includes a semi-empirical charge transfer
multiplet theory developed by de Groot125 and classical electro-
magnetic theory developed by Fresnel.126 In a transmission ex-
periment, the spectrum is dominated by the imaginary part of the
refractive index (k), a descriptor for the absorptive loss of radi-
ation. In contrast, reflection measurements probe the real part
of the refractive index (n) – responsible for the reflection, non-
resonant transmission, and the dispersion of light in a material
– along with k. The following summarizes the steps to simulate
XUV-RA spectra. The absorption cross-section as a function of
XUV wavelength is first obtained from a ligand field multiplet cal-
culation developed by de Groot and co-workers.125 The absorp-
tion cross section (σ) of a material is directly related to k as given
in Equation 5

k =
λησ

4π
(5)

Here, λ is the wavelength of incident light and η is the number
density of the resonant absorber. The real part of the refractive
index is obtained by numerical integration using Kramers-Kronig
relation.

n(ω) = 1+
2
π

P
∫

∞

0

ω ′k(ω ′)
ω ′2−ω2 dω

′ (6)

In Equation 6, P refers to the Cauchy principle value of the
integral, ω is the angular frequency of light, and ω ′ is the angular
frequency of light over which the integration is performed (i.e.,
the domain of the calculation). The complex refractive index,
N = n+ i · k, is then calculated from the derived k and n.

Having obtained the complex refractive index, the XUV-RA
spectrum is obtained from the following equation

RA =−log10 |r|2 (7)

where r is the classical Fresnel factor for the reflectance (r) of
p-polarized light, corrected by the Debye-Waller factor as given
by

r =
−N2cos(θ)+

√
N2− sin2(θ)

N2cos(θ)+
√

N2− sin2(θ)
· exp

(
−16π2R2

qcos2(θ)

3λ 2

)
(8)

where θ is the angle of incidence relative to the surface normal
(θ = 82◦), λ is the wavelength of light, Rq is the root-mean-
square surface roughness, and r is a complex number due to N.
In the experiments described below, we have used atomic force
microscopy (AFM) to directly measure Rq, so this parameter is
not adjustable in the spectral simulation.

In related work Berlasso and co-workers measured reflectance
spectra at the Fe and Co M2,3-edges and used these measured
spectra to obtain the imaginary part of the refractive index via a
Kramers-Kronig transformation.127 However, these studies were
only applied to atomically smooth, single crystal samples so ques-
tions related to the effects of surface morphology on the measured
XUV-RA spectra were not addressed. As shown below, sample
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Fig. 5 Overview of the XUV reflection-absorption spectrometer. High harmonic generation (HHG) occurs in a gas cell by a two color driving field. Once
generated, the residual 800 and 400 nm beams are removed by an Al filter (AF) which only transmits the XUV flux up to the 72 eV Al absorption edge.
The XUV beam is focused onto the sample by a toroidal mirror (TM) and spectrally dispersed onto a CCD camera by a spherical grating. Prior to HHG
a portion of the 800 nm fundamental is separated for use as an optical pump pulse. This beam is frequency doubled (tripled) using β -barium borate
(BBO) crystals to generate a 400 (267) nm pump beam with a variable time delay.

Fig. 6 Normalized static spectrum of Fe2O3 as measured by Reflection-
Absorption (red) and transmission (black) experiments. Adapted with
permission from ref.121. Copyright 2017 American Chemical Society.

morphology has a strong influence on the measured XUV-RA line-
shapes, and these effects must be quantitatively accounted for to
extract the oxidation state, spin state, and crystal field informa-
tion available from the near edge fine structure in a transmission
measurement.

To address this issue we have measured the XUV-RA spectra of
single-crystalline (SC) Fe2O3, polycrystalline (PC) Fe2O3 and PC
CuFeO2. In all three materials, the high spin Fe3+ center is oc-
tahedrally coordinated by O2− ligand, however, these materials
each have a distinct surface roughness. Consequently, their XUV-
RA spectra as shown in Figure 7 are significantly different from
one another as anticipated. To account for these changes in the
XUV-RA lineshape, we have used a modified form of the classical
Fresnel equation, which includes the exponential term given in
equation 8, known as the Debye-Waller factor. The Debye-Waller
factor accounts for the fact that the non-resonant surface scatter-
ing increases with decreasing the wavelength of the XUV light and

with increasing the surface roughness.127 As a result, this simu-
lation model quantitatively considers the effect of non-resonance
surface scattering due to changes in the surface morphology in
the measured XUV-RA lineshapes.

In addition to inclusion of the Debye-Waller factor, the simula-
tion requires a wavelength independent vertical offset in the real
part of the refractive index in order to reproduce the experimen-
tal spectra. Additionally, we find that the magnitude of this cor-
rection depends strongly on the surface morphology of the sam-
ple. For the three materials containing nearly identical Fe3+ metal
centers shown in Figure 7, surface roughness increases from SC
Fe2O3 (Rq < 0.2 nm), to PC Fe2O3 (Rq = 10 nm), to PC CuFeO2
(Rq = 27 nm).

In simulating these spectra, we find that an increasingly neg-
ative vertical offset of n is required to reproduce the experi-
mental spectra. In absolute units these offsets in n are -0.0100
(SC Fe2O3), -0.0140 (PC Fe2O3), and -0.0155 (CuFeO2). Apply-
ing these offsets, the resulting simulated XUV-RA spectra (black
traces) provide excellent agreement with the experimental spec-
tra (red traces) as shown in Figure 7. We believe that this offset
reflects morphology-induced changes in the non-resonant photoe-
mission background of the samples. To explain why the magni-
tude of the vertical offset in n correlates with surface roughness,
it is known that the intensity of non-resonant photoemission is
strongly influenced by surface morphology.128–130 In this way the
simulation model accounts for changes in the XUV-RA lineshapes
due to this morphology-dependent photoemission baseline. Using
this developed simulation procedure we can accurately simulate
the ground state XUV-RA spectra of TiO2, Cr2O3, Fe2O3, NiO as
shown in Figure 8.

The spectral simulations show excellent agreement with the
measured XUV spectra. We note that the lineshape and XUV M2,3-
edge absorption position are different in each of the metal oxides
studied.

As shown, the resonance position of the M2,3-edge transitions (3p
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Fig. 7 Simulated (black) and experimental (red) RA spectra for (A) SC Fe2O3, (B) PC Fe2O3, and (C) CuFeO2. All RA simulations differ only by
adjusting a wavelength-independent offset in the real part of the refractive index to take into account the relative surface morphology. Below each
spectrum is a representative AFM image of the surface roughness for each material (SC Fe2O3, Rq < 0.2 nm; PC Fe2O3, Rq = 10 nm; CuFeO2 , Rq ≈
27 nm). The error bars on the experimental spectra are the standard deviation associated with each data point. Adapted with permission from ref.121.
Copyright 2017 American Chemical Society.

Fig. 8 Simulated (black) and experimental (color) static XUV-RA spec-
tra of (A) TiO2, (B) Cr2O3, (C) PC Fe2O3 and (D) NiO. The error bars
on the experimental spectra are the standard deviation associated with
each data point. Adapted with permission from ref.121. Copyright 2017
American Chemical Society.

→ 3d) increases with atomic number. This is because the bind-
ing energy of the 3p orbital scales with effective nuclear charge
from left to the right across the periodic table. In contrast to the
3p core orbitals, the binding energy of 3d valence orbitals is less
influenced by nuclear charge due to screening by core electrons.
As a result, the 3p → 3d transition energy increases with atomic
number along the series TiO2, Cr2O3, Fe2O3, and NiO, giving rise
to the element specificity of core-hole spectroscopy, which is pre-
served in the XUV-RA measurements shown here.

2.3 Experimental Validation of Surface Sensitivity

As described above, the probe depth of a near grazing angle XUV-
RA measurement is expected to be on the order of one to several
nm. To experimentally validate this prediction, XUV-RA spectra
have been collected for TiO2 thin films of variable thickness (3
nm, 4 nm, 6 nm, 8 nm, 25 nm) grown by atomic layer deposition
(ALD) on an SiO2 substrate. To determine the probe depth of
the measurement, the resonant intensity at the Ti M2,3-edge has
been plotted as a function of the TiO2 film thickness (see purple
squares in Figure 9). The XUV-RA intensity at the Ti M2,3-edge
increases with TiO2 film thickness as long as the thickness is less
than the probe depth of the measurement. However, when the
film thickness exceeds the measured probe depth, no further sig-
nal enhancement is observed.

Fig. 9 The experimentally determined probe depth for XUV-RA spec-
troscopy and XPS. Fitting an exponential rise to the XPS data points
yields a probe depth of 2.8 nm (shown by the black line). Adapted with
permission from ref.121. Copyright 2017 American Chemical Society.

XPS measurements have also been collected for each sample.
From XPS it is possible to determine the atomic fraction of Ti
and Si by taking a ratio of the Ti 3d and the Si 2p XPS lines and
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correcting for the atomic sensitivity factors. Plotting this fraction
as a function of film thickness and fitting to an exponential rise
reveals the probe depth of this XPS measurement, where the Ti
atomic fraction approaches 100% as the TiO2 film thickness ex-
ceeds the XPS probe depth. This probe depth is found to be 2.8
nm as shown by the best fit to the green circles in Figure 9. This
value closely matches the known surface sensitivity for XPS based
on tabulated values for the inelastic mean free path of the Ti 3p
and Si 2p photoelectrons. Comparing the XUV-RA intensity with
the Ti atomic fraction determined by XPS shows that the XUV-RA
probe depth for these samples is similar within error to the probe
depth of XPS which is considered one of the primary tools for sur-
face sensitive electronic structure characterization. The measured
probe depth is slightly deeper than what is predicted in Table 1
which assumes a perfect planar surface. This result confirms that
XUV-RA measurements are likewise selective to surface electronic
structure, providing an experimental platform for studying ultra-
fast surface dynamics with chemical state resolution.

3 Surface Electron Dynamics Probed by
XUV Reflection-Absorption Spectroscopy

3.1 Correlations Between Surface Electron Trapping and
Small Polaron Formation in Fe2O3

Fe2O3 is a widely studied photocatalyst for water splitting. Its
valence band edge is ideally positioned to drive water oxidation,
and its direct band gap of 2.2 eV makes it a strong absorber of
visible light. Despite these advantages, its actual efficiency even
in best cases is less than half of predicted limits.131,132 This is
believed to be a result of surface electron trapping and small po-
laron formation, which severely limit carrier mobility and life-
times.77,133,134 As described below, recent measurements of sur-
face carrier dynamics in Fe2O3 photoexcited at 400 nm using
XUV-RA spectroscopy are able to detect spectral signatures of sur-
face electron trapping and small polaron formation, which both
occur on the sub-ps time scale.122 Interestingly, we find no dif-
ference in the trapping rate as a function of surface morphology
or grain size suggesting that charge trapping in this material is
not mediated by structural defects. Rather we hypothesize that
lattice expansion associated with small polaron formation may be
the driving force for ultrafast localization of electron density to
the Fe2O3 surface.

Figure 10 shows transient XUV-RA contour plots of SC Fe2O3
(panel A) and PC Fe2O3 (panel B) for pump probe time delays
between 0 and 5 ps. Despite having different ground state spectra
(see Figure 7), the transient spectra are nearly identical for SC
and PC hematite. Immediately following photoexcitation by 400
nm light, a ground state bleach centered at 54 eV is present in
both materials. After 660 fs this initial bleach evolves into a final
excited state with a positive feature at 52 eV and a blue shifted
bleach at 55.4 eV. The spectral evolution from the initial bleach-
only excited state to the final excited state is nearly identical in
both SC and PC hematite samples. Once the final excited state is
formed, minimal spectral evolution is observed for time delays up
to 350 ps.

A two-step sequential kinetic model can describe the measured

kinetics for both SC and PC Fe2O3. The resulting initial and final
state spectra are shown in Figure 11A and B. Due to the close
similarity of SC and PC samples, results are only shown for PC
Fe2O3 here, and analogous plots for SC Fe2O3 have been reported
previously.122 The time constant for spectral evolution between
initial an final states was also determined by global fitting to be
640 ± 20 fs for PC Fe2O3 and 680 ± 30 fs for SC Fe2O3.

To accurately assign the states which give rise to these transient
spectra, it is necessary to consider the real (k) and imaginary (n)
components of the complex refractive index. Panel C of Figure
11 shows the real (upper gray curve) and imaginary (lower black
curve) parts of the complex refractive index for ground state of
Fe2O3. Transmission measurements, which probe only the imagi-
nary part (k), have shown that excitation produces an initial tran-
sient spectrum that can be simulated as a one-electron reduction
of Fe3+ to Fe2+.74 The imaginary refractive index associated with
this Fe2+ excited state is also shown in Figure 11C (lower red
curve). In other words, the evolution from black to red curves
in the imaginary component of the complex refractive index de-
scribes the measured bulk transient spectrum. Using the method
described above to compute an XUV-RA spectrum from the com-
plex refractive index, the initial transient state can be simulated
as the difference between Fe2+ excited and Fe3+ ground states
shown here. The black curve in panel A of Figure 11 shows the
results of this simulation, while the blue curve shows the exper-
imentally measured initial state spectrum. Note that in this sim-
ulation, we have assumed no evolution of the real part of the
refractive index immediately following photoexcitation. This as-
sumption provides a good match to the initial transient spectrum.

Even though the real and imaginary parts of the refractive in-
dex are mathematically related by Kramers-Kronig relations, the
idea that they can evolve on separate time scales can be under-
stood by considering that their respective probe depths are differ-
ent. Specifically, the induced polarization at the surface under-
goes absorptive damping for a resonant material. This damping
occurs in the entire volume of the induced polarization and is re-
flected only in the imaginary part of the complex refractive index.
This means that even though n and k are sensitive to a material
interface, k alone probes the sub-surface for a given spatial distri-
bution of the induced polarization.

Parts B and D in Figure 11 show the effect of subsequent evo-
lution of the real part of the refractive index following photoexci-
tation. Panel D shows the real and imaginary components of the
complex refractive index for the Fe2+ excited state. Dashed lines
show the case for an unshifted Fe2+ excited state, while the solid
lines show the effect of spectral blue shifting due to fast expansion
of the oxide lattice. The simulated transient spectra are shown in
panel B for a static and expanded lattice. Both simulated spectra
qualitatively match the final measured transient state shown in
red. From this we see that the rise of positive transient absorp-
tion, which is notably absent in the initial excited state, can be
described as the time-dependent evolution of the real part of the
complex refractive index. Comparing the peak positions in the
two simulated spectra to the experimental spectrum, it is clear
lattice expansion has occurred. Consequently, we assign this shift
as the spectral signature of carrier self-trapping by small polaron
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Fig. 10 Experimental contour plots for SC (A) and PC (B) Fe2O3 depicting the spectral evolution up to 5 ps post-excitation. Adapted with permission
from ref.122. Copyright 2017 Royal Society of Chemistry.

Fig. 11 (A) Experimental (blue) and simulated difference spectrum
(black) of the initial excited state which corresponds to an RA spectrum
where n has yet to respond to the formation of the charge transfer state.
(B) Difference spectra resulting from expanded (black) and static (dashed
gray) real and imaginary parts of the refractive index for Fe2+. (C) Real
part of the refractive index of Fe3+ (gray) and imaginary parts of the re-
fractive index of Fe3+ (dark red) and Fe2+ (black). (D) Real and imaginary
parts of the refractive index for Fe2+ with (black) and without (dashed
gray) lattice expansion. Adapted with permission from ref.122. Copyright
2017 Royal Society of Chemistry.

formation.
These observations are in general agreement with recent mea-

surements of wavelength dependent polaron dynamics in Fe2O3
using XUV transient absorption spectroscopy.110 In both reflec-
tion and transmission measurements, an initial charge transfer
excitation is observed as electron density is shifted from the O 2p
valence band to the Fe 3d conduction band. This charge transfer
state subsequently forms a trapped polaron, which is indicated
by a > 1 eV blue shift in the transient spectrum, and this shift is
clearly visible in both transmission and reflection measurements.

Two reasons for this shift have been proposed: First is the de-
crease in Fe-O bond covalency following expansion of the oxide
lattice, which is known to increase the core-hole transition en-
ergy.135 The second is splitting of the 3p core states involved in
the M2,3-edge absorption as has been predicted theoretically.136

Despite these similarities, several differences exist between
XUV transmission measurements and reflection measurements of
the same system. First, the initial state in a transmission experi-
ment shows both a ground state bleach and an excited state ab-
sorption. In contrast, the transient RA spectrum of the initial state
shows only a ground state bleach. As explained above, spectral
simulation shows that this observation can be understood as the
fast response of the imaginary or absorptive component of the re-
fractive index, which samples the material sub-surface to a depth
of several nm, followed by a delayed response of the real or dis-
persive part of the refractive index, which samples only the sur-
face. Consequently, the rise of excited state absorption in the
XUV-RA experiment reflects the localization of electron density
contained in the newly populated Fe 3d conduction band to the
material surface. This surface localization of charge density in-
duces a response in the real part of the refractive index on the
time scale of surface electron trapping. As reported, this trapping
process occurs with a time constant of approximately 660 fs for
both SC and PC Fe2O3. Nearly identical kinetics measured for
both SC and PC Fe2O3 confirm that surface and grain boundary
defect states do not mediate surface electron trapping observed
here.

Second, we observe that the spectral signatures of polaron for-
mation (blue shift) and surface electron trapping (positive ex-
cited state absorption) evolve with a single correlated time con-
stant. This time constant of 660 fs is notably slower than polaron
formation rates measured in bulk via XUV transmission experi-
ments. Kinetic analysis has been performed based on transmis-
sion measurements, which accounts for electron-phonon scatter-
ing rates and bimolecular decay of electrons and phonons to form
polarons.110 Although similar kinetic analysis has not been per-
formed using data obtained from reflection measurements, the
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overall time constant for spectral evolution in reflection measure-
ments is more than two times slower than transmission measure-
ments (640 ± 20 fs122 compared to 240 ± 30 fs74) when com-
paring results from a 400 nm pump pulse and identical excitation
fractions. The reason for this significant difference is not yet clear.
Given the strong dependence of electron-phonon scattering rates
on subsequent polaron formation, it will be important to consider
these kinetics for the case of surface electron and phonon dy-
namics, which clearly differ from their bulk analog. The idea
of 2-dimensional or surface polarons has been established for a
number of thin film systems using 2PPE measurements.137–139 A
common feature of these systems is the unique vibrational modes
of a surface or interface relative to the bulk, which mediate carrier
self-trapping. An important future direction will be to consider
how surface phonon modes140–142 give rise to unique energet-
ics for carrier self-trapping at surfaces and interfaces, especially
in cases where interfacial charge transfer is important for driving
surface chemical reactions.

3.2 Valence Band Dynamics and Ultrafast Hole Localization

Ultrafast (∼100 fs to few ps) localization of the photoexcited hole
in the valence band of transition metal oxides is important for un-
derstanding the photocatalytic water oxidation efficiency.143–145

The valence band of transition metal oxides has complex elec-
tronic structure, primarily composed of M 3d and O 2p states
with varying degree of mixing making the detection of hole local-
ization difficult in these materials.72,75,146 Ground state x-ray ab-
sorption spectroscopy (XAS) has been used previously to measure
the extent of hybridization between M 3d and O 2p in transition
metal oxides.147,148 However, XAS is indirectly sensitive to the
hybridization as it probes the contribution of the O 2p character
to the unoccupied M 3d density of states. Previous observations
of electron and hole localization by XUV spectroscopy have been
reported for thin film of germanium and PbI2.109,149 Using time-
resolved XUV-RA measurements we are able to directly probe the
very fast localization of photogenerated hole in the in the hy-
bridized valence band of transition metal oxides by probing the
O L1-edge [O (2s) → O (2p)] transition.123 We observe that the
hole localizes to O 2p valence band states within the instrument
response time (< 100 fs) following photoexcitation. Signature
of hole at the O L1-edge enables the comparison of excited state
electronic structure of the hybridized valence band that correlates
with water oxidation efficiency in Fe2O3, Co3O4 and NiO.

Figure 12 compares the transient XUV-RA spectra after 2 ps fol-
lowing photoexcitation for Fe2O3, Co3O4, NiO and FeS2. In each
case the shaded background represents the static XUV-RA spec-
tra to the corresponding transient. Photoexcited state in Fe2O3,
Co3O4and NiO shows a nature of the charge transfer state where
photoexcitation [O (2p)→M (3d)] leads to a one electron reduc-
tion of the metal center.

This one electron reduction process is generic in each of the
metal oxide studied leading to the generation of negative and
bathochromically shifted positive features at the metal M2,3-edge
in the transient absorption spectra as shown in Figure 12A, B
and C. The negative feature is associated with the ground state

Fig. 12 Transient XUV-RA spectra of (A) Fe2O3, (B) Co3O4, (C) NiO,
and (D) FeS2 after 2 ps following photoexcitation. Shaded plots repre-
sent the corresponding measured static XUV-RA spectra. Adapted with
permission from ref.123. Copyright 2018 American Chemical Society.

bleach of the metal center due to the population of photoex-
cited electrons in the metal 3d conduction band, while the posi-
tive feature is associated with the excited state absorption of the
reduced metal center. This picture is consistent with the ligand-
field multiplet simulations of photoexcited charge transfer state in
each metal oxide as has been described in detail previously and
confirms our assignment of charge transfer state in photoexcited
Fe2O3, Co3O4and NiO.74,106,121 In addition to the spectral fea-
tures corresponding to the metal M2,3-edge transition, we observe
a broad excited state absorption feature around ∼42 eV in Fe2O3,
Co3O4 and NiO as shown in Figure 12 A, B and C, respectively.
Surprisingly, according to the Henke table, O L1-edge (2s → 2p)
transition energy (∼41.6 eV) is similar to the common positive
absorption feature observed at ∼42 eV in each metal oxide.124

Consequently, we have assigned this positive feature to an addi-
tional absorption channel at the O L1-edge, where the transition
of electrons occurs from O 2s to the hole in the O 2p based valence
band following photoexcitation as schematically depicted in Fig-
ure 13. To confirm this spectral assignment, we have measured
the XUV-RA of photoexcited FeS2 as shown in Figure 12D. The
spectral feature in FeS2 at the Fe M2,3-edge is similar to Fe2O3,
however, no broad positive feature around ∼42 eV is observed in
FeS2. This confirms our spectral assignment of the broad posi-
tive feature at ∼42 eV to the O L1-edge transition associated with
the presence of transient hole in the O 2p based valence band in
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Fig. 13 O L1-edge absorption is enabled after photoexcitation which re-
moves an electron from the filled 2p shell. Adapted with permission from
ref.123. Copyright 2018 American Chemical Society.

photoexcited Fe2O3, Co3O4 and NiO. The localization of photoex-
cited hole in the O 2p based valence band additionally validates
the nature of charge transfer character of these metal oxide semi-
conductors.

Careful analysis of the spectral feature at the O L1-edge in each
metal oxides shows that there is a gradual bathochromic shift of
the L1-edge peak position from Fe2O3 to Co3O4 to NiO. The O
L1-edge transition has been observed at 44 eV, 43 eV, and 42 eV
for Fe2O3, Co3O4, and NiO, respectively. We have attributed this
trend to the different degree of hybridization between M 3d and
O 2p in the charge transfer photoexcited state of Fe2O3, Co3O4,
and NiO. Figure 13 shows the simplified molecular orbital picture
of the M-O bond. This simplified model shows that increasing
the effective nuclear charge on the metal center from Fe to Co
to Ni leads to increased hybridization between M 3d and O 2p
from Fe2O3 to Co3O4 to NiO. As a result, L1-edge transition from
O 2s core to the hole in the 2p based molecular orbital shows a
bathochromic shift from Fe2O3 to Co3O4 to NiO.

Recent studies on water oxidation reaction involving transition
metal oxide catalysts speculate that M-O bond covalency has a
dominant impact on the water oxidation kinetics where efficient
hybridization between metal 3d and O 2p reinforces the water ox-
idation efficiency .135,148,150 The measured overpotential for wa-
ter oxidation reaction decreases from Fe2O3 to Co3O4 to NiO.151

Our observation of increasing M-O bond covalency from Fe2O3
to Co3O4 to NiO is consistent with the measured trend of water
oxidation efficiency, affirming the correlation between covalency
and catalytic water oxidation kinetics.

3.3 Measuring the Radii of Highly Localized Charge Transfer
Excitons

Poor charge carrier mobility is one of the major reasons of
losses experienced during energy conversion in first row transi-
tion metal oxide semiconductors.7,152,153 The charge carrier mo-

bility and catalytic efficiency of these materials are closely re-
lated to the interaction between the photoexcited electron-hole
and the localization of the exciton.154 Using pump fluence de-
pendent study of the transient XUV-RA intensity, we find that the
photoexcited electrons and holes are separated by approximately
one M-O bond length in Fe2O3, Co3O4 and NiO.123

The measured transient XUV-RA intensity shows a behavior of
signal saturation at higher pump fluence in each of the metal ox-
ides studied. This is primarily due to the exciton-exciton anni-
hilation process as a result of increased exciton density.155,156

Exciton-exciton annihilation occurs via non-radiative Auger re-
combination mechanism. In this process, a bimolecular interac-
tion between two excitons leads to a rapid electron-hole recom-
bination of one exciton, while the released energy is used to pro-
mote the other exciton to a doubly excited state. The lifetime of
the doubly excited exciton is very short and relaxes back to the
initial state via electron-phonon scattering.155,156 The observed
saturation behavior of the transient signal has been fitted by the
saturable absorber model given by the equation below157,158

I ∝
Φ

Φ+Φs
(9)

where I represents the intensity of the transient signal, Φ is the
pump flux and Φs is the saturation flux. Assuming the spheri-
cal size of the exciton, the fitted Φs from the saturable absorber
model allows the calculation of the exciton Bohr radius in Fe2O3,
Co3O4 and NiO as given in Table 2.123

Table 2 : Summary of the exciton Bohr radius, M-O bond length and
lattice constant. Adapted with permission from ref.123. Copyright 2018
American Chemical Society.

Exciton Bohr radius M-O bond length Lattice Constant

Fe2O3 2.57 Å 2.05 Å 5.04 Å
Co3O4 3.31 Å 1.93 Å 8.07 Å
NiO 4.46 Å 2.08 Å 4.18 Å

We find that the exciton Bohr radii are on the order of one M-O
bond length in these metal oxides as shown in Table 2, suggesting
a highly localized nature of the exciton. This picture is consistent
with the Frenkel exciton model, where excitons tend to be local-
ize within a single unit cell. Gradual increase of the exciton size
correlates with the bathochromic shifts of the O L1-edge peak po-
sition from Fe2O3, Co3O4 to NiO. This observation suggests that
excitons prefer to delocalize with increasing M-O bond covalency.
Accordingly, these results indicate that the photoexcitation basi-
cally occurs across a single M-O bond where hole is localized on
O 2p valence band states with electron localized on metal 3d con-
duction band states.

4 Conclusions and Outlook
The ability to observe surface electron dynamics in real time with
chemical state resolution is required to advance the fields of en-
ergy conversion and catalysis. This is because performance of
these systems is inevitably mediated by charge carrier dynam-
ics at interfaces, which differ significantly from the bulk of the
same material due to undercoordination, interface bonding, and
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chemical and structural defects. Despite the importance of these
processes for numerous applications, much less is currently un-
derstood about surface photophysics by comparison to molecular
photophysics. This is due largely to the difficulty associated with
probing surfaces and interfaces selectively with ultrafast time res-
olution and chemical state specificity. This challenge highlights
the need for the development and utilization of new methods
to interrogate surface electronic structure and corresponding dy-
namics.

In this feature article, we have described recent advances in
the development of XUV reflection-absorption spectroscopy. This
work is an extension of XUV transient absorption spectroscopy,
where core-hole resonances enable the study of element-specific
carrier dynamics with fs, or even as, resolution using a tabletop
high harmonic light source. XUV spectra collected by reflection
from a sample at near grazing angle measure the same reso-
nances. However, this method is surface sensitive having a probe
depth of only a few nm. This technique extends the advantage of
X-ray absorption, including element, oxidation, and spin state res-
olution, to the study of surface electron dynamics. Consequently,
this method provides complimentary information to other surface
techniques such as time resolved photoemission and second order
nonlinear spectroscopies.

We have highlighted a number of recent examples showing the
utility of XUV reflection-absorption. These include measurement
of ultrafast surface electron trapping and small polaron formation
in hematite as well as the ability to independently measure elec-
tron and hole dynamics by transient spectroscopy at the metal
M2,3 and O L1-edges, respectively. Based on these early results,
we anticipate that this method will continue to contribute to a de-
tailed understanding of surface electron dynamics in relevant ma-
terials, where ultrafast time resolution and chemical state speci-
ficity are required to elucidate the mechanisms of charge transfer
and energy conversion at surfaces.
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