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ered AM2X2 compounds

Wanyue Peng, Sevan Chanakian, and Alexandra Zevalkink

Compounds that crystallize in the layered CaAl2Si2 structural pattern have rapidly emerged as an
exciting class of thermoelectric material with attractive n- and p-type properties. The more than
100 AM2X 2 compounds that form this structure type - characterized by anionic M2X2 slabs sand-
wiched between layers of octahedrally coordinated A cations - provide numerous potential paths
to chemically tune every aspect of thermoelectric transport. This review highlights the chemical
diversity of this structure type, discusses the rules governing its formation and stability relative to
competing AM2X 2 structures (e.g., ThCr2Si2 and BaCu2S2), and attempts to bring some of the
most recently discovered compounds into the spotlight. The discussion of thermoelectric trans-
port properties in AM2X 2 compounds focuses primarily on the intrinsic parameters that determine
the potential for a high figure of merit: the band gap, effective mass, degeneracy, carrier relaxation
time, and lattice thermal conductivity. We also discuss routes that have been used to successfully
control the carrier concentration, including controlling the cation vacancy concentration, doping,
and isoelectronic alloying (approaches that are, in reality, highly interdependent). Finally, we dis-
cuss recent progress made towards n-type doping in this system, highlight opportunities for further
improvements, as well as open questions that still remain.

1 Introduction
Thermoelectric materials, which can be used to convert a tem-
perature gradient into electricity, have applications ranging from
recovering energy from waste heat in industrial or automotive
settings, to powering small remote sensors and large scale space
exploration missions1. The thermoelectric conversion efficiency
of a given material is directly correlated to its figure of merit,
zT = σα2T

κ
, necessitating materials with high Seebeck coefficients

(α), high electrical conductivity (σ), low thermal conductivity
(κ), and excellent thermal and chemical stability at high temper-
ature, T . This requirement is not easily achieved as α, σ , and
κ are highly interdependent2. The contradictory requirements
of high σ and high α require semiconductors with highly mobile
carriers and simultaneously high electronic density of states at the
band edge. At the same time, the need for high σ conflicts with
the requirement of low, glass-like lattice thermal conductivity.

The best thermoelectric materials known today succeed in this
balancing act by combining light carrier effective mass, high
band degeneracy, small deformation potentials (reduced electron-
phonon scattering), and either complex unit cells or strongly an-
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harmonic bonding, or both3,4. Zintl phases - one successful class
of thermoelectrics - can be broadly defined as a subset of inter-
metallic phases comprised of polyanionic frameworks with elec-
tropositive cations providing overall charge balance5,6. A grow-
ing number of Zintl phases have succeeded as thermoelectric ma-
terials, primarily on the basis of their structural complexity, low
lattice thermal conductivity, and their excellent stability at high
temperature (i.e., they benefit from the T in zT)7–12. For ex-
ample, the heavily-doped Zintl phase Yb14MnSb11 has extremely
low, temperature-independent lattice thermal conductivity, a peak
zT of 1.3 at 1273 K, and has been shown to be stable during
life-time testing for over 1500 hours at 1273 K13, making it
the best known high-temperature p-type thermoelectric material.
Other Zintl phases exhibit a high ratio of electronic mobility to
lattice thermal conductivity, making them ideal electron-crystal,
phonon-glass materials8,11.

In recent years, Zintl phases with the CaAl2Si2 structure type
shown in Fig. 1a)21,22 have attracted a great deal of atten-
tion as thermoelectrics23. Since their discovery24,25, binary and
ternary phases crystallizing in this structural pattern have been
widely studied within the solid-state chemistry community with
efforts focused primarily on determining the stability limits of
the structure26–34 and investigating the implications of the un-
usual anion coordination environment on the electronic struc-
ture35,36, which ranges from metallic to insulating. In 2005,
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Fig. 1 a) The CaAl2Si2 structure type is formed from 2-dimensional Al2Si2 anionic layers separated by a monolayer of 8-fold coordinated Ca. b) This
structure type is formed by AM2X2 compounds with the following species A, M, and X , organized by nominal valence electron counts (see ESI Table 1
for a full list of compounds). c) The zT of selected n-type (dashed curves) and p-type (solid curves) AM2X2 compounds 14–20.

Gascoin et al. reported promising thermoelectric properties in
the CaxYb1−xZn2Sb2 solid solution20, which spurred an initial
series of studies on antimonides with the CaAl2Si2 structure
type16,37–40. Although CaAl2Si2 itself is metallic, most of the an-
timonide and bismuthide compounds in this structure type are
narrow band gap semiconductors, and exceptional thermoelec-
tric performance has now been demonstrated in many members
of this structural family (Fig. 1c)).

Compared with other classes of Zintl phases, CaAl2Si2-type
compounds have several important advantages, the foremost be-
ing the unprecedented tunability of the CaAl2Si2 structure type.
This is illustrated by Fig. 1b), which lists all elements that are
known to substitute fully (or partially in a few instances) on the
A, M, and X site in the structure. In total, more than one hundred
compounds have been reported to crystallize in this structure
type. Those that have been investigated as thermoelectric mate-
rials (primary antimonides and bismuthides) have been found to
possess light effective mass, leading to very high electronic mobil-
ity compared with other Zintl thermoelectrics40. However, they
also have relatively high lattice thermal conductivity and, in many
cases, low melting temperatures compared to other well-known
Zintl thermoelectrics such as Ca5Al2Sb6

41 and Yb14MnSb11
13.

The tunability of compounds with the CaAl2Si2 structure type
provides many different routes for controlling the transport
properties. The last decade of research has produced a large
body of work aimed at optimizing the thermoelectric perfor-
mance via band engineering15,17,23,42 control of defect concen-
trations,43,44, aliovalent doping45, and point defect phonon scat-
tering9,16,20,38,46–49. During this time, huge strides have been
made in the field’s understanding of the electronic structure and
transport properties of these materials. Most recently, interest in
these materials has redoubled, as Tamaki et al. reported the first
instance of n-type Mg3Sb2 - a binary variant of CaAl2Si2 structure
type - with higher efficiency than any of the previously reported
p-type analogues (see Fig. 1c))14. Our aim in the present review
is to summarize past and current research on the structure, bond-
ing, and thermoelectric properties of layered AM2X2 intermetallic

compounds. We highlight recent progress made by both the solid-
state chemistry and thermoelectric communities, and we look for
general trends that can be applied to other Zintl phases or more
broadly to other classes of thermoelectric materials. Finally, we
discuss several aspects of the behavior of AM2X2 compounds that
are critical to their performance but remain poorly understood,
and propose opportunities for further investigation.

2 Structure and stability of AM2X 2 com-
pounds

The structure of CaAl2Si2 consists of two-dimensional [Al2Si2]2−

slabs formed by AlSi4 tetrahedra that share three of their edges
with neighboring tetrahedra. Overall charge balance is provided
by trigonal monolayers of Ca2+ situated in the a-b plane, which
are coordinated by six Si (nearest neighbors) and six Al (next-
nearest neighbors). The structure and cation coordination is illus-
trated in Fig. 3a). This structure can also be viewed as Si atoms
in a hexagonal closed packed arrangement with half of the inter-
stitial tetrahedral sites occupied by Al and half of the interstitial
octahedral sites filled with Ca cations. An excellent description of
the structure and bonding in CaAl2Si2 can be found in Ref. [35].
Here, we are primarily concerned with the stability limits of this
structure type; in other words, what knobs can we turn as we at-
tempt to control the thermoelectric properties, and how far can
we turn them?

2.1 Electron counting and the Zintl-Klemm formalism

Zintl phases, named after the German scientist Eduard Zintl,
are intermetallic compounds that consist of covalently-bonded
polyanions surrounded by cations which provide overall charge
balance, assuming complete charge transfer from the cation to
the anions6,57. A simple electron counting scheme can be used
to rationalize the anionic structures of Zintl phases. This rule
holds that the number of covalent bonds per anion is equal to
8-V ECanion, where V ECanion is the number of valence electrons
available per formula unit divided by the number of anions6.
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Table 1 Compounds with the CaAl2Si2 structure can be classified according to the valence electron contribution from each site. 50–56 . Compounds
with a total valence electron count of VEC = 16 are considered to be valence precise.

Valence electron contribution Example Ref.
A (M)2 (X)2 Total
II (II)2 (V)2 16 CaMg2Sb2 [50]
II (III)2 (IV)2 16 CaAl2Si2 [51]
III (II)(III) (IV)2 16 GdZnAlGe2 [52]
III (I)3* (V)2 16 GdLi3Bi2 * Filled variant [53]
III (I)(II) (V)2 16 GdAgZnAs2 [54]
I (II)1.5(IV)0.5 (V)2 16 NaZn1.5Si0.5As2 [55]
I (II)1.6* (VI)2 16.2 NaFe1.6S2 * M vacancies [56]
III (III)2 (IV)2 17 GdAl2Si2 [52]

Depending on the polarity58,59 of the M-X bond in AM2X2 Zintl
phases, the metal, M can be considered to be an anion, forming
2-center 2-electron bonds with X , or a cation with a closed outer
valence shell. In CaAl2Si2, for example, the Al can be considered
to be an anion. The total number of valence electrons per formula
unit is 16, so we find that V ECanion = 16 / 4 = 4. Since 8-V ECanion

= 4, we expect both Al and Si to be four-bonded (consistent with
the observed structure). Thus, for this compound, the electronic
charge can be simplified to [Ca2+][(4b)Al−]2[(4b)Si0]2

35. As
the electronegativity difference becomes greater, this description
is no longer accurate. In the extreme case of the nitrides (e.g.,
CaMg2N2), we would clearly not expect equal charge distribu-
tion between Mg and N ions. Y. Grin et al. showed that already
in the case of YbCd2Sb2, the Cd is better described as a cation
with a closed shell configuration: [Yb2+][Cd2+]2[Sb3−]2

16. In
this case, the V ECanion = 16/2 = 8, and the number of covalent
bonds is formally zero. Regardless of the nature of the M-X bond,
however, 16 valence electrons per formula unit (V EC = 16) are
necessary to satisfy the valence requirements of compounds in
this structure type.

2.2 The multiple paths to 16 valence electrons

Nearly all of the AM2X2 compounds reported with the CaAl2Si2
structure (see EST Table 1 and 2) have 16 valence electrons per
unit cell. The only exception to this rule are compounds lacking
a band gap, such as the silicides and germanides, in which the
energetic penalty for filling anti-bonding states is minimal. Thus,
the metallic REAl2Si2 and REAl2Ge2 series (RE= lanthanide rare
earth metal) have V EC = 1760. The remaining compounds in the
CaAl2Si2 structure have V EC = 16, and can be classified accord-
ing to the nominal valence electron contribution from A, M, and
X , as we have shown in Table 1.

To date, the thermoelectric community has focused almost en-
tirely on compounds containing divalent cations, e.g., alkaline
earth metals (Mg, Ca, Sr, Ba) and rare earth metals (Yb, Eu, and
Sm61). If A is divalent, the valence electron count for the M2X2

substructure must be 14, which can be achieved with a divalent
metal plus a group V anion (M = Mg, Mn, Zn, Cd, and X = N,
P, As, Sb, Bi). All reported thermoelectric studies concern com-
pounds in this group23. Note that when A = M = Mg, we obtain

the binary variant of this structure type, which was discovered
by Zintl in 193325. Alternatively, divalent cations together with
a trivalent metal and a group IV anion (M=Al and X=Si or Ge)
are valence precise Zintl phases, but as mentioned above, these
do not have band gaps62, and thus are not of interest for thermo-
electric applications.

Less attention has been given to the thermoelectric proper-
ties of compounds containing monovalent and trivalent cations.
V EC = 16 is made possible in such compounds by adjusting the
charge on the anionic slabs in order to achieve overall charge
balance. For example, valence precise compounds with triva-
lent cations (e.g., lanthanides) can be formed by subtracting
electrons from the anionic layers to compensate for the extra
charge from the cation, e.g. Gd3+[Zn2+Al3+][Ge4−]2

52 or the
RE3+[Cu1+Zn2+][As3−]2 series, where RE = Ce, Dy, Nd, Sm,
Tb54. The same game can be played in reverse with mono-
valent cations. This was demonstrated by A. Mar et al. in
a series of compounds with alkali metal cations (Na, K, and
Rb) in which mixed occupancy on the M site was used to
compensate for the missing electron on the cation site (e.g.,
Na1+[Zn2+]1.5[Si4+]0.5[As3−]2)63. Another example, and the
only known chalcogenide with the CaAl2Si2 structure, is the sul-
fide with nominal synthetic composition of NaFe1.6S2

56. This
compound contains a large fraction of vacancies on the Fe2+ site,
leading to a nominal total valence electron count of V EC = 16.2.
However, the semiconducting behavior observed in these samples
suggests that their true composition is closer to V EC ∼ 16.

Yet another path to a V EC = 16 is provided by a series of com-
pounds that form what is best described as a ”filled” variant of
the CaAl2Si2 structure type. In this structure, the octahedral in-
terstitial site at (0,0,1/2) is fully occupied by Li, as illustrated in
Fig. 2. These compounds have stoichiometry ALi3Pn2 where A
is a trivalent cation such as Ce-Nd, Sm, Gd-Ho and Pn = a pnic-
togen species. Additional rare-earth containing compounds with
M = Cu and Li interstitials were recently reported by E. Jang et
al.53,65,66. It is notable that the Li interstitial site in these exam-
ples is also where interstitial Mg is thought to reside in the n-type
Mg3Sb2-based compounds, which will be discussed later.

Taken as a whole, the groups of compounds listed in Table 1
show that, so long as the V EC = 16 rule is satisfied, there is a
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Fig. 2 The filled variant of the CaAl2Si2 structure type (space group
P3̄m1, Pearson symbol hP6) is formed by adding Li atoms in the
octahedral site at (0,0,1/2). The filled variant has stoichiometry
A(M,Li)3Pn2, where A = a trivalent cation, M = Cu or Li, and Pn = a
pnictogen species 53,64–66.

great deal of flexibility in how the requirement is met. The cation
valence ranges from 1-3, while the corresponding valence elec-
tron count on the anionic slab can vary between 13-17, achieved
via mixed occupancy, vacancies, or interstitials. This suggests that
there are many more options for tuning the composition of AM2X2

compounds than has thus far been exploited by the thermoelectric
community. Similar substitutions to those used for skuttederu-
dites (e.g. CoSb3 → CoGe1.5Te1.5

86) and diamond like semicon-
ductors (e.g., CuGaTe4

87), can likely be used here. For example,
one might consider partly replacing divalent Zn by a monovalent
and a trivalent metal, or replacement of Bi by a group IV and V
species, thus providing new routes to reducing thermal conduc-
tivity or controlling the carrier concentration.

2.3 Stability of CaAl2Si2 relative to other structure types
The CaAl2Si2 structure type is one of several structures that can
be formed by intermetallic phases with the AM2X2 stoichiome-
try. In the context of this review, we will constrain ourselves to
discussing only structures that are valence precise when V EC =
16 electrons per formula unit. Within these constraints, there
are two important structural patterns that compete thermody-
namically with the CaAl2Si2 pattern: these are the orthorhombic
BaCu2S2 structure (Pnma), and the tetragonal ThCr2Si2 structure
family (I4/mmm)88.

Compounds with the orthorhombic BaCu2S2 structure are typi-
cally semiconducting, and have shown promise as thermoelectrics
with zT as high as 0.67 at 900 K for Ba1−xKxZn2As2

16,89 The
structure, illustrated in Fig. 3b), contains a cage-like 3D network
of M and X atoms with two local tetrahedral environments, regu-
lar and distorted, for the M atoms. The cations are coordinated by
seven X atoms and nine M atoms arranged in a capped trigonal
prismatic configuration90,91. Only a handful of compounds crys-
tallize in this structure type (tabulated in the ESI Table 4), and
very few reports of their thermoelectric transport properties have
been published16,89. However, as these compounds are valence-
precise semiconductors with complex, clathrate-like unit cells, we
would expect them to exhibit excellent thermoelectric properties
with optimized carrier concentration.

In contrast, the tetragonal ThCr2Si2 structure type (Pearson
symbol tI10), a ternary variant of the BaAl4 pattern, is one of the

most ubiquitous intermetallic structure types known92,93. Com-
pounds with this structure or a variant thereof have been stud-
ied extensively due to their remarkable magnetic properties and
superconductivity94,95. The ThCr2Si2 structure consists of M2X2

layers made up of MX4 tetrahedra which share four of their six
edges. The layers are separated by cations occupying the square
prismatic interstitial sites, in 8-fold coordination with respect to
X (see Fig. 3c). An extraordinary feature of this structure type, is
that the distance between the layers varies greatly depending on
whether or not covalent bonds form between the opposing apical
anions93. This flexibility in the bonding means that the valence
electron count can range from 12-16, and the interlayer bonding
adjusts accordingly. However, even when no interlayer bonds are
present, there is significant overlap of the anion pz orbitals that
bridge between the anionic layers. The electronic states associ-
ated with the pz orbitals tend to reduce the band gap, leading to
semi-metallic or metallic behavior. For example, Xiao et al. cal-
culated the band gaps of AZn2As2 (A = Ba, Sr, and Ca) with the
tetragonal ThCr2Si2 and trigonal CaAl2Si2 structures using hybrid
functionals, and found that the gap in the trigonal structure were
consistently 0.6 eV larger96. Compounds in the ThCr2Si2 struc-
ture type are thus almost exclusively metallic, and have not been
their thermoelectric transport properties have not been studied.

Among AM2X2 compounds with V EC = 16, the majority form
the trigonal CaAl2Si2 structure type, while compounds with V EC
< 16 overwhelmingly prefer the tetragonal ThCr2Si2 structure
type88. There are a number of compounds, however, that form ei-
ther the orthorhombic or tetragonal structure types even though
they have V EC = 16. Several authors have noted that the size
of the cation plays an important role in determining which struc-
ture is adopted30,63. Compounds with smaller cations tend to
favor the CaAl2Si2-type structure, in which the cation is coor-
dinated by six X atoms, while the BaCu2S2 or ThCr2Si2-types
structure are preferred for larger cations due to the 7-fold and
8-fold coordination, respectively. This is illustrated by the phase
map in Fig. 3d), which shows the electronegativity difference be-
tween M and X versus the weighted function of the atomic radii,
f = rA/(rM + 0.2rX ), where rA, rM ,and rX are the Slater atomic
radii for A, M, and X 30,97. Here, we include the empirical fac-
tor of 0.2 used by Klüfers et al.30 to better delineate the stability
range of the CaAl2Si2 structure type. In contrast to the atomic
radii, the electronegativity does not appear to play an important
role in determining the stability limits of the CaAl2Si2 structure
type.

Applied temperature and/or pressure can lead to transitions be-
tween these three structure types98–100. In SrAl2Si2, pressure has
been used to induce the transition from the CaAl2Si2-type into the
ThCr2Si2-type pattern, while in BaAl2Si2, pressure leads to a tran-
sition from the BaCu2S2 into the ThCr2Si2-type pattern. These
transitions are both consistent with the empirical rule that high
pressure stabilizes phases with higher coordination numbers101.
It is likely that additional compounds with the trigonal struc-
ture type will transform under pressure to either the ThCr2Si2
or BaCu2S2 structure types as well, providing a potential route to
further study the relation between structure and properties in this
class of materials.
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Fig. 3 Structure types formed by AM2X2 compounds with V EC =16 include a) the trigonal CaAl2Si2 structure type (P3̄m1), b) the orthorhombic
BaCu2S2 structure type (Pnma), and c) the tetragonal ThCr2Si2 structure type (I4/mmm). d) The stability range of each structure can be delineated as a
function of the atomic radii, f = rA/(rM +0.2rX ), while the polarity of the M-X bond is clearly not a deciding factor. A complete list of the compounds
included in this phase map are outlined in ESI Tables 1-3 22,25–34,50,52,60,67–85.

3 Synthesis and crystal growth approaches
The majority of experimental thermoelectric transport data for
AM2X2 compounds were measured on polycrystalline samples.
Unless otherwise noted, all of the thermoelectric transport data
discussed in this review are from polycrystalline samples. Sin-
gle crystal growth of AM2X2 compounds has primarily been used
to obtain small crystals necessary for structure determination. In
a few cases, large single crystals suitable for transport measure-
ments have been grown. Below, we give a brief overview of some
of the routes used to synthesize AM2X2 compounds.

Small single crystals have been grown primarily via flux or self-
flux for a large number of compounds including RELi3Sb2 (RE =
Ce-Nd, Sm,and Gd)66 grown in Pb flux, AAl2Si2 (A = Eu, Yb) in
an Al flux102, and SmMg2Sb2 and SmMg2Bi2 grown in a Mg-Sb
and Mg-Bi flux respectively61. AMg2Bi2 77 and AZn2Sb2

103 (A =
Ca, Eu, Yb) crystals were grown in Mg-Bi and ZnSb flux, respec-
tively, and in this case, transport measurements were made in the
in-plane direction. Small crystals (< 0.3 mm) can also been ob-
tained from stoichiometric melting of compounds and subsequent
annealing in the presence of an additive such as iodine to promote
the growth of crystals as in the case of RECuZnAs2, REAgZnP2

and REAgZnAs2 (RE = Y, La-Nd, Sm, Gd-Lu)54. There are very
limited examples of large single crystals grown for compounds
with the CaAl2Si2 structure type. These include large (10 mm ×
60 mm) CaAl2Si2 crystals grown from the melt using the float-
ing zone technique104, and Mg3Sb2−xBix crystals (10 mm × 25
mm)105,106 grown using the Bridgman technique.

Most of the methods used to synthesize consolidated polycrys-
talline samples for transport measurements fall into one of two
categories: The first consists of a solid-state reaction approach
in which an annealing or melting step is followed by a pulver-
ization and subsequent consolidation via spark plasma sintering
(SPS) or hot pressing. This has been applied to many of the an-
timonides38,107, bismuthides108, and even phosphides46. The
second route involves high-energy ball milling of stoichiometric

amounts of elements or precursors, followed directly by a high
temperature sintering step in an SPS or hot press. This approach
has been used for many recent results14,17,18,43,109. In at least
one example, arc-melting was also incorporated into the ball-
milling and consolidating process such as in Zhang et al.’s synthe-
sis of Mg3Sb1.5Bi0.5 110. In some instances, multiple routes have
been used to synthesize the same compound, as in the case of
EuZn2Sb2 and YbZn2Sb2

40,43,107,109.

Defect concentrations in AM2X2 compounds are extremely sen-
sitive to the synthesis conditions, as discussed in depth below.
In particular, processing routes with long annealing steps or very
high temperatures (i.e., arc-melting), can lead to losses of high
vapor pressure or reactive elements and thus shifts the compo-
sition away from the intended stoichiometry23. Crystal growth
using a self-flux (i.e., AZn2Sb2 grown in ZnSb flux) will shift the
chemical potential, thus influencing the intrinsic defect forma-
tion enthalpies14,111. Careful consideration of the synthesis con-
ditions and their impact on defect formation should therefore ac-
company any attempts at controlling carrier concentration. Fur-
ther, the carrier mobility is highly dependent on the grain size and
grain boundary characteristics, which are also dependent on the
processing route. This leads to large variation in the performance
of samples at room temperature, but does not greatly impact the
high temperature transport112.

4 Electronic structure

4.1 Band gap and electronegativity

The features of the electronic band structure that determine a ma-
terial’s potential maximum figure of merit include the band gap
(Eg), the number of degenerate bands near the Fermi level (Nv)
and the band effective mass (m∗b). The size of the band gap is
one of the most critical properties of a material, even though it is
not explicitly included in expressions for the thermoelectric qual-
ity factor. Here, as with many aspects of thermoelectric material
design, a balance must be struck; a larger band gap reduces the
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contribution from minority carriers and increases the temperature
of the peak zT, but a smaller gap may make it easier to shift the
Fermi level to optimize zT 113. The majority of excellent thermo-
electric materials are thus narrow band gap semiconductors with
Eg = 0.2 - 1.0 eV.

Given the enormous chemical diversity of AM2X2 compounds, it
is not surprising that their electronic structure varies from metal-
lic (Eg = 0) to insulating (Eg > 3 eV), depending on the com-
position. The width of the band gap is strongly dependent on
the anion, and in particular the electronegativity difference, ∆EN,
between M and X. This can be as low as 0.3 in CaAl2Si2 and up
to 1.7 in CaMg2N2. This relationship is illustrated by Fig. 4b),
which shows the calculated band gaps for compounds with M =
Mg using data from the Materialsproject.org114. A recent study
by Singh et al. also demonstrated this relationship, showing that
the band gap is relatively insensitive to the cation, A, but increases
with the electronegativity of the anion, X 115.

The strong influence that the anion has on Eg can be under-
stood conceptually using the simplified molecular orbital diagram
in Fig. 4a)116,117, which shows the bonding MX and anti-bonding
MX∗ interactions. Eg is a function of the difference in energy be-
tween the atomic M and X valence orbitals (2A), the bond en-
ergy (2B), and the width of the bands (WCB and WV B). A larger
∆ENM−X is expected to increase 2A, thus increasing Eg. The
smaller anions (e.g., P or N) would also be expected to lead to
smaller orbital overlap, in turn decreasing WCB and WV B, and fur-
ther increasing the size of the gap. Experimental band gaps, esti-
mated using the Goldsmid-Sharp equation (Eg = 2αmaxTmax) also
support the conclusions above. When the cation species is var-
ied, the band gap remains nearly constant, e.g., YbZn2Sb2 (0.25
eV) and CaZn2Sb2 (0.27 eV)19, or CaMg2Bi2 (0.2 eV), EuMg2Bi2
(0.2 eV), YbMg2Bi2 (0.3 eV)103. However, the band gap increases
when the electronegativity of X increases and M remains un-
changed, e.g., Mg3Bi2 (0.0 eV), Mg3Sb2 (0.46 eV)111, CaMg2N2

(3.25 eV)118.

It should be noted that the band gaps of most AM2X2 com-
pounds are severely underestimated by density functional theory
calculations using GGA functionals, meaning that any compound
with Eg > 0.3 eV may be predicted to be metallic. The predicted
metallic behavior62 in all AM2X2 compounds with X = Si or Ge
are most likely accurate, as the metallic behavior has been exper-
imentally verified in some cases104,119,120. However, all AZn2Sb2

and ACd2Sb2 compounds (A = Ca, Sr, Yb, Eu) are predicted to be
metallic, but experimentally they exhibit semiconducting behav-
ior40,121. Thus, many of the compounds with ideal Eg for ther-
moelectric applications are predicted to be metals, which compli-
cates first-principles modeling efforts and data mining via high-
throughput calculations. For some purposes, corrections such as
the modified Beck-Johnson functional115,122–124 can be used to
yield accurate band gaps. However, to obtain accurate total ener-
gies and band gap values, more expensive hybrid functionals are
necessary.

Fig. 4 a) A simplified molecular orbital diagram shows the bonding and
anti-bonding states from the polar covalent M−X bonds with the energy
between the atomic orbitals (2A), the bond energy (2B), and the width of
the bands (WCB and WV B). b) The calculated Eg in AMg2X2 compounds
increases as X becomes lighter due to decreased orbital overlap and
increased ∆ENM−X . Band gap values from MaterialsProject.org 114 and
electronegativity using the Allred-Rochow scale.

4.2 Valence and conduction band characteristics

The electronic structures reported to date for semiconductors
with the CaAl2Si2 structure type share several common features:
the valence band maximum is dominated by the anion p-orbital
states, while the conduction band minimum is comprised of
a combination of cation s- or d-orbitas and MX anti-bonding
states127. The valence band maximum (V BM) is always centered
at the Γ point, while the k-space position of the conduction band
minimum (CBM) depends on composition. It often falls along a
6-fold symmetry axis, near the high symmetry points M and L.
The band gap thus can be direct or indirect, depending on which
of the pockets in the conduction band form the CBM. The calcu-
lated band structure and Fermi surfaces of Mg3Sb2 by Zhang et
al. are shown in Fig. 5a). Here, the valence band is at Γ with Nv

= 1, and the conduction band minimum labeled CB1 between M∗

and L∗ has a degeneracy of six due to symmetry. The conduction
band pockets at the K point (labeled CB2) and at the Γ point can
play a role as well, as described below.15,115,128.
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Fig. 5 a) The electronic band structure and b-c) Fermi surface of the valence and conduction bands of Mg3Sb2 from Ref. [15] including spin orbit
coupling. Figure reproduced with permission from Ref. [42]. Band engineering of the d) conduction band and e) valence band aim to converge
multiple bands near the Fermi energy 125,126.

4.3 Band Engineering

Band engineering strategies have been proposed to increase the
degeneracy of both the conduction and valence band edges in
AM2X2 compounds. The degeneracy near the Fermi energy is an
important factor for the thermoelectric performance of a material,
as high Nv increases the density of states effective mass (m∗DOS),
which can in turn increase the power factor1,129. High Nv com-
bined with light band effective mass, m∗b, and minimal inter-valley
scattering is the basis of success for most of the highest perform-
ing thermoelectric materials.

For p-type samples, Nv is maximized when the three anion p-
orbitals, px, py, and pz, are converged42. For most of the AM2X2

compounds, the light out-of-plane pz band is usually separated
from the heavier doubly-degenerate in-plane px,y bands. One
approach proposed to minimize this energy gap (∆) between p-
orbital bands is to form solid solutions to adjust the c/a ratio,
which can minimize the crystal field splitting energy of orbitals
(as shown in Fig. 5e))42. However, it should be noted that rea-
sonable and attractive as it seems, attempts to experimentally
control the band convergence of the valence bands has not led
to significantly improved zT values. The maximum Nv=3 due at
the high symmetry Γ point can be considered as a limiting factor
in the zT value of p-type AM2X2 compounds.

Compared with the valence band, the complex conduction
band Fermi surface in AM2X2 compounds is more favorable for
thermoelectric applications. The conduction band consists of val-
leys at Γ (NV = 1), between M∗ and L∗ (Nv = 6), and at K (Nv

= 2)115,128. Note that the degeneracy of the latter is because
only a third of each of the six pockets shown in Fig. 5b) is in-
side the first Brillouin zone. The relative energies of each of these
minima is highly sensitive to composition. Substituting heavier
atoms on the anion site leads to a downward shift in the valley
at the Γ point. This effect was demonstrated in the Mg3Sb2−xBix
solid solution44, as illustrated schematically in Fig. 5d). The CB1
and K band are very near to each other, but separated from the Γ

band. Alloying with Bi reduces the energy of the Γ band, leading
to convergence, and eventually to complete closing of the band

gap. The band effective mass will also decrease due to the in-
teraction between conduction band edge and valence band edge,
leading to an increase in mobility. A proper doping level of less
than 25% is crucial to enhance mobility without the negative im-
pact of the bipolar effect. The same effect can be observed in the
series AMg2Pn2 where A=Ca, Sr, Ba, and Pn=As, Sb, and Bi115.
The cation has little effect on the relative energies, but changing
the anion leads to convergence of the conduction band pockets,
lighter bands, and a decrease in Eg.

5 Tuning the carrier concentration
Although the presence of a band gap is perhaps the most critical
requirement for high zT , the ability to tune and optimize the car-
rier concentration is a close second. For AM2X2 compounds, the
ideal carrier concentration is typically in the range of 2.5× 1019 to
6.5 × 1019 carriers/cm3. In most thermoelectric material systems,
heavily-doped, extrinsic behavior is achieved by doping with an
aliovalent atom (e.g., Na in PbTe). In this regard, the study of
AM2X2 compounds has been unique, in that carrier concentration
optimization is most often carried out by either exploiting or sup-
pressing the high defect concentrations native to these materials,
via either isovalent substitutions or by controlling the synthesis
conditions.

5.1 Cation vacancies and p-type behavior

It is common for nominally valence-precise AM2X2 compounds
with Eg > 0.2 eV to show extrinsic p-type behavior with carrier
concentrations of up to 1.5 × 1020 holes/cm3 40. This persistent
p-type behavior arises due to the low formation enthalpy, ∆HD of
cation vacancies, VA, which act as acceptor defects43,124. Fig. 6a)
shows the dependence of ∆HD on the Fermi level for A site vacan-
cies in AZn2Sb2 compounds (A = Ca, Sr, Eu, Yb). As the Fermi
energy is shifted towards the conduction band edge, the energy
required to form A site vacancies decreases, becoming negative
within the band gap. Thus, any attempt to raise the Fermi level
will be compensated by spontaneous formation of acceptor type
defects. The cation vacancy formation enthalpy is sufficiently low
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Fig. 6 a) The defect formation energy, ∆HD, for cation vacancies in
AZn2Sb2 compounds (A = Ca, Sr, Eu, Yb) in equilibrium with ZnSb
decreases with increasing cation electronegativity. The dashed lines
denote the valence and conduction band edges for each compound.
Figure reproduced with permission from Ref. [124]. b) The predicted
pseudo-binary phase diagram shows the overlaid single-phase region
for each AZn2Sb2 compound. Wider single phase regions corresponds
to higher vacancy concentrations. Figure taken from Pomrehn et al. 124.

to lead to an appreciable phase width at high temperatures. In
YbxZn2Sb2, for example, x as low as 0.98 is predicted to be stable
at 800 K (Fig. 6b)), corresponding to a p-type carrier concentra-
tion of 1.4 × 1020 holes/cm3. Varying the cation concentration,
x, of AM2X2 samples within the single-phase region can be used
to directly control and optimize the p-type carrier concentration,
as shown in the case of YbxZn2Sb2

43.
In addition, the defect energy of cation site vacancies is depen-

dent on the electronegativity of the cation124. The relationship
between ∆HD and electronegativity is related to the relative en-
ergy cost of transferring electrons from the cation to the anions,
which in turn influences bond strength and vacancy formation en-
ergies. High electronegativity cations such as Yb, tend to exhibit
the lowest ∆HD for cation vacancies, and thus the highest p-type
carrier concentrations. The consequence of this, is that alloying
on the A-site with elements of different electronegativity makes
it possible to tune the carrier concentration, without the need
for traditional aliovalent dopants. This effect was exploited in a
number of optimization studies for p-type AM2X2 compounds, in
which alloying led to samples with reduced κ and nH shifted to-
wards the optimal value. For example, the range of the carrier
concentrations of AZn2Sb2 are from 1.5 ×1019 carriers/cm3 for
SrZn2Sb2 and 1.5×1020 carriers/cm3 for YbZn2Sb2 with increas-

ing electronegativity difference between the cation and polyan-
ion.

Fig. 7 a) The crystal structure of Mg3Sb2 showing the possible Mg
vacancy and interstitial sites. b) Defect formation energy in Sb excess
conditions favors the formation of Mg vacancies, which act as ”killer”
defects when n-type doping is attempted. c) The defect formation
energy in Mg excess conditions favor formation of Mg interstitials, which
act as electron donors. Figure reproduced with permission Ref. [111].

5.2 n-type behavior in Mg3Sb2-based compounds
The ready formation of cation vacancies pins the Fermi energy
below the conduction band edge, explaining why n-type doping
has thus far been hard to achieve in AM2X2 compounds. For
this reason, the possibility of n-type doping in compounds with
the CaAl2Si2 type structure was overlooked until a recent study
by Tamaki et al. in which zT = 1.5 was reported in n-type
Mg3.2Sb1.5Bi0.49Te0.01 synthesized with excess Mg14. Compara-
ble zT values have since been reported by several other authors
for similar compositions15,44,128 This is several times higher than
that of the previous p-type Mg3Sb2 (Ag, Na or Pb doped)130–132.

Mg3Sb2 is intrinsically p-type133 because, as in the AZn2Sb2

compounds discussed above, cation site vacancies are one of the
most stable types of defects in this system14. As shown in Fig.
7b) and c), the defect energies depend strongly on the synthe-
sis conditions. If Mg3Sb2 is in equilibrium with Sb (Mg-deficient
conditions), the formation enthalpy for Mg vacancies is low, pin-
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ning the Fermi energy well below the conduction band edge, and
precluding n-type behavior. If, in contrast, Mg3Sb2 is in equilib-
rium with Mg (excess Mg conditions), the energy of Mg(1) and
Mg(2) vacancies increases, while the energy of forming Mg in-
terstitials (Mgi), decreases drastically. The Mg interstitial site
is at (0,0,1/2), the same as the well-documented Li interstitial
site in the filled-variant of the CaAl2Si2 structure discussed ear-
lier14,111. Ohno et al. were able to systematically demonstrate
the importance of the synthesis conditions with a series of sam-
ples in which the Te doping was kept constant, while the Mg
content was varied. Mg-deficient samples were p-type while Mg-
excess samples were n-type. Samples with nominal compositions
of Mg3Sb1.99Te0.01 exhibited n-type behavior however, suggesting
that as long as sufficient care is taken in synthesis to avoid Mg
loss, excess Mg is not strictly necessary to obtain the n-type sam-
ples.

There are now opportunities to apply similar strategies to other
AM2X2 compounds. Thus far, attempts to eliminate cation va-
cancies by simply adding excess Yb and Eu in (Yb,Eu)1+xZn2Sb2

samples during synthesis were unsuccessful in that they led to re-
duced hole concentrations, but not to n-type behavior19,109. The
defect calculations shown in Fig. 7b) and c) point towards the
need for a combined approach using both excess cations to shift
the defect chemistry to favor n-type doping, combined with an
aliovalent substitution of a suitable n-type dopant, such as Se or
Te on the Sb site.

6 Transport analysis using an effective
mass model

A simple yet powerful model for thermoelectric transport is the
effective mass model, or single parabolic band (SPB) model134.
We employ it here to assess the variability in the experimental
density of states effective mass, m∗DOS and the carrier relaxation
time of AM2X2 samples reported in the literature. Shown in Fig.
8a) are the room temperature Seebeck coefficients, α, and Hall
carrier concentration, nH , of both n- and p-type AM2X2 samples.
The source data can be found in the ESI Table 5. Note that we
do not distinguish between pure and alloyed samples in this case.
The p-type samples, on average, can be modeled using m∗DOS =
0.6 me. The upper and lower limits are roughly 0.9 me and 0.5
me, respectively. Assuming that the band effective mass remains
fairly constant, the variation of m∗DOS by about a factor of two is

in good agreement with m∗DOS = N
2
3

v m∗b, where Nv varies from 1
to 3. We note that much of the data included in this plot is for
antimonides, and it is therefore not very surprising that the band
effective mass shows little fluctuation.

The m∗DOS of n-type Mg3Sb2−xBix samples is approximately 1.2
me, or twice that of the average p-type sample. The high density
of states effective mass arises from higher band degeneracy rather
than from higher band mass; in Mg3Sb2, the calculated conduc-
tion band effective mass of 0.3 me is actually slightly lower than
the value of 0.36 me for the valence band15. When comparing the
difference in m∗DOS among n-type samples, the Bi-content is found
to have a strong effect, decreasing the band effective mass due to
the interaction between the valence and conduction band44.

Fig. 8 a) Experimental α and nH at room temperature. The Pisarenko
curves were calculated assuming an effective mass of 0.6 me and 1.2
me for n-type and p-type samples, respectively. Each color corresponds
to a different reference, listed in the ESI Tables 6 and 7. b) Experimental
µH values for polycrystalline p-type non-alloyed samples, and c) for
single crystalline samples (in-plane measurements) 77,135. The dashed
curves the dependence of mobility on n within an SPB model assuming
acoustic phonon scattering. Source data listed in the ESI Table
5. 15–17,20,37–39,43,47,128,130–132,134,136.

Fig. 8b) shows the room temperature Hall mobility, µH , as a
function of nH for unalloyed p-type samples. The dashed curves il-
lustrate the expected carrier concentration dependence within an
effective mass model with different values of the intrinsic mobil-
ity, µo. This model assumes that acoustic phonon scattering is the
only electron scattering mechanism, which is often not the case.
The temperature dependence of the mobility and conductivity in
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many cases indicates that other mechanisms, such as grain bound-
ary112 and ionized impurity scattering are important, especially
at low and intermediate temperatures. We use room temperature
data here, simply because few high-temperature Hall measure-
ments are available in the literature. However, this makes it dif-
ficult to determine whether the large variation in mobility from
one compound to another (µo varies from ∼ 30 - 300 cm2/Vs) is
inherent to the materials, or is due to processing or impurities.

To better answer this question, we can look to measurements
of single crystals. May et al. measured the in-plane mobility in
AMg2Bi2 and AZn2Sb2 (A = Ca, Eu, Yb) crystals grown from Mg-
Bi and Zn-Sb flux, respectively77,103 (shown in Fig. 8c). At 300
K, the Hall mobility of these samples decreases with increasing
temperature, indicating that an assumption of acoustic phonon
scattering is reasonable. In comparing the single and polycrys-
talline results, the main conclusion that can be drawn is that
the rare-earth containing samples (A = Eu, Yb) have inherently
higher mobility than alkaline earth containing samples. This is
despite the fact that the ground-state valence band characteristics
(NV , m∗b) do not vary significantly for different cations. Given the
nearly constant effective mass, the difference in mobility can only
be explained by the carrier relaxation time, τ (µ = eτ

m∗ ). The high
mobility in compounds with rare-earth elements is still not well
understood. May et al. noted that the Hall mobility correlates
with the Debye temperatures of the compounds, suggesting that
differences in the phonon dynamics play an important role103.

7 Thermal transport
While the electronic structure and its compositional dependence
has been the focus of several important studies, little is known
regarding the lattice dynamics in compounds with the CaAl2Si2
structure. To date, only the phonon dispersions of CaMg2Sb2,
Mg3Sb2, and Mg3Bi2 have been reported44,115. The calculated
phonon dispersion and density of states (DOS) from Ref. [115]
are shown in Fig. 10 for CaMg2Sb2. The 5-atom unit cell leads
to a dispersion consisting of three acoustic and 12 optical modes.
The partial DOS shows that the three acoustic modes and the
lowest two optical modes are dominated by Sb, due to its higher
atomic mass. The contribution from Ca defines the mid-frequency
optical modes (4 to 5 THz) and the Mg contribution is constrained
mainly to the highest frequency modes (5 to 8 THz). We note
that there is no gap between acoustic and optical modes, and
in fact the lowest-lying optical modes cross through the acoustic
branches. This effect may lead to stronger than expected phonon-
scattering. A systematic investigation the phonon dispersions and
composition is still lacking, leaving many unanswered questions
regarding the influence of density, mass contrast, possible lattice
instabilities etc. in these phases.

For thermoelectric applications, Zintl phases are typically
touted as having inherently low lattice thermal conductivity due
to their structural complexity2,23. This relationship has been at-
tributed in part to the large unit cells of some Zintl phases, which
leads in turn to a large number of optical modes in the phonon
dispersion, and thus to low average phonon group velocities137.
The relatively small unit cell of the CaAl2Si2 structure type, how-
ever, means that the phonon dispersion is no more complex than

materials such as PbTe, CoSb3, etc.. Indeed, the lattice thermal
conductivities, κL, of most AM2X2 compounds are not exception-
ally low, at least as far as Zintl phases are concerned. Most high
zT AM2X2 compositions benefit from some degree of alloying to
lower the lattice thermal conductivity via point defect scatter-
ing. This is in contrast to more complex Zintl phases, which
do not benefit greatly from the effects of point defect scatter-
ing. To compare κL across multiple compounds, we used the
reported κtotal and calculated κe using the reported resistivity.
The Lorenz number, L, was determined within the SPB model by
using the reported Seebeck coefficients to estimate the reduced
Fermi level (data listed ESI Table 5). The lattice thermal conduc-
tivities obtained in this way are plotted as the y-axis of Fig. 9.
Only non-alloyed samples were considered here, as we wish to
decouple intrinsic effects (anharmonicity, speed of sound) from
alloying-induced point-defect scattering. Depending on the com-
position, κL varies between 0.6 W/mK (CaCd2Sb2

49) and 4.55
W/mK (CaMg2Sb2

138).

Experimental values for the sound velocities and Grüneisen pa-
rameters are generally lacking for AM2X2 compounds. However,
an estimate can be made for the mean speed of sound of each
compound by employing the experimentally determined density
and the bulk and shear elastic moduli obtained from Material-
sProject.org139. The predicted mean speed of sound is shown as
the x-axis of Fig. 9. In polycrystalline samples, in the absence of
strong boundary scattering or point defect scattering, lattice ther-
mal conductivity is expected to be a strong function of the speed
of sound. However, as shown in Fig. 9, the trend is not obvious.
This highlights the significant impact of other factors that are con-
tributing to the lattice thermal conductivity, such as the Grüneisen
parameter, and additional scattering sources that depend on sam-
ple quality. In particular, it is surprising to see that Mg3Sb2 (Na
and Ag doped p-type samples), which has stiffer bonds and lower
density than most other AM2X2 compounds, exhibits lower κL.
On the one hand, it is possible that the Mg3Sb2 samples simply
have a greater degree of boundary scattering. However, the con-
sistency of the results from different groups points towards in-
trinsically low κL stemming from increased anharmonicity and
phonon-phonon scattering.

8 Strategies for optimizing zT

The dimensionless figure of merit zT of selected AM2X2 com-
pounds as a function of temperature is shown in Fig. 1c). Opti-
mizing the figure of merit in n-type and p-type AM2X2 compounds
has been achieved via four basic routes: 1) decreasing the lattice
thermal conductivity via point defect scattering, 2) increasing the
electronic mobility, 3) varying the composition to achieve conver-
gence of multiple bands and, most importantly, 4) tuning the car-
rier concentration. The latter two methods were described in de-
tail above. Below, we discuss methods to reduce κL and improve
mobility. Ideally, all of these approaches must be used together to
fully optimize performance. This is challenging in practice, as the
carrier concentration is very sensitive to changes in composition,
even when isoelectronic substitutions are used.
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Fig. 9 Experimental lattice thermal conductivity, κL, of non-alloyed
samples or doped samples with less than 5% substitutions. The mean
speed of sound was estimated using the calculated elastic moduli from
MaterialsProject.org 139 and the experimental densities. Source data
and details of the data analysis can be found in the ESI Table 5. The low
κL in Mg3Sb2 is surprising given its stiff bonds and light molar mass,
both of which would typically be expected to lead to high thermal
conductivity. 9,16,17,20,37–40,43,47–49,128,131,132,138,140–142.

Fig. 10 The phonon dispersion and partial phonon density of states of
CaMg2Sb2 adapted from Ref. [115]. The dispersion consists of three
acoustic branches and 12 optical branches. The acoustic modes are
dominated by the Sb vibrational contribution, while the Ca and Mg
contributions are found at high frequencies.

8.1 Lattice thermal conductivity reduction
Alloying with isoelectronic species on either the A site or the M
site has been the strategy of choice to suppress the lattice ther-
mal conductivity (e.g., Ca1−xEuxZn2Sb2

47, YbxEu1−xCd2Sb2
9,

YbCd2−xZnxSb2
16, YbZn2−xMnxSb2

39, Eu(Zn1−xCdx)2Sb2
9).

Nano-structuring has been attempted in some cases143, but
has not yet brought significant reduction in lattice thermal
conductivity or improvement figure of merit zT. Alloying,
in contrast, has been extremely successful in improving the
zT in AM2X2 compounds, as the reduction in lattice thermal
conductivity usually far outweighs any reduction in electronic
mobility. In the study by Gascoin et al. for example, the cation
site of Yb1−xCaxZn2Sb2 was systematically varied, leading to

minimized κL when x = 0.5, while the mobility remained mostly
unchanged20. In the study of (Eu0.5Yb0.5)1−xCaxMg2Bi2 17, a
record high zT (for p-type compounds) of 1.3 was achieved at
873 K for x = 0.6. Although the lattice thermal conductivity
is typically minimized at 50% alloying, the maximum zT does
not always occurs at the same composition. This highlights one
of the main challenges with this approach - alloying is almost
always used to simultaneously optimize the carrier concentration
and to create the maximum degree of point defect scattering, but
these two effects rarely converge at the same composition.

This is illustrated in Fig. 11 for the alloy YbCd2−xZnxSb2
16.

The carrier concentration varies nearly monotonically across this
solid solution, with YbCd2Sb2 having nH = 4 × 1019 cm−3, and
YbZn2Sb2 having nH = 1.15 × 1020 cm−3. The dependence of
the mobility and lattice thermal conductivity on nH , shown in
Fig. 11a), clearly shows the overall benefit of alloying: the lattice
thermal conductivity is significantly reduced, while the mobility is
not strongly effected. For a given composition and temperature,
the optimal carrier concentration can be predicted using an effec-
tive mass model by inputting the initial values of the transport
properties (Seebeck coefficient, mobility, Lorenz number, lattice
thermal conductivity)134. The solid line in Fig. 11 b) was ob-
tained for YbZn2Sb2 using m∗ = 0.58 me, µ = 86 cm2/Vs and κL

= 0.8 W/mk. The upper dashed line corresponds to YbCd2Sb2

with m∗ = 0.75 me, µ = 54 cm2/Vs and κL = 0.69 W/mK. In
both cases, the acoustic phonon scattering assumption is used.
The experimental zT of YbCd2−xZnxSb2, shown as the red sym-
bols, is higher for alloyed compositions than the trends predicted
for either of the end-members, due to the parabolic-like decrease
of κL. We can see that the optimal composition for point defect
scattering (x ∼ 1.0) does not correspond to the optimal carrier
concentration predicted within an effective mass model. Indeed,
to achieve the highest possible zT in this system, alloying would
have to be combined with an independent approach to tuning the
Fermi level.

8.2 Improved mobility

In general, electronic mobility in high temperature semiconduc-
tors is limited by acoustic phonon scattering - an effect that is
present even in perfect single crystals (i.e., Fig. 8c). Many
Zintl phases however, including the AM2X2 compounds, suffer
from very low zT at room temperature due to scattering mech-
anisms that lead to thermally-activated mobility in this temper-
ature range. Several promising approaches have been used to
improve the room temperature mobility, and thus improve the av-
erage zT . A recent study of Mg3.1Nb0.1Sb1.5Bi0.49Te0.01 by Shuai
et al. shows that co-doping of Nb and Te enhances the Hall mo-
bility, leading to a 3-fold increase of the power factor at room
temperature compared to that of Mg3.2Sb1.5Bi0.49Te0.01

142. The
improvement was attributed to reduced ionized impurity scatter-
ing with increasing Nb content, although the mechanism is not
fully understood. Grain boundaries are another likely culprit for
low mobility. Kuo et al. have developed a model for the thermally-
activated mobility in Mg3Sb2 that treats the grain boundaries as
a separate phase with a band offset112. Compared with conven-
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Fig. 11 a) Alloying of YbCd2−xZnxSb2 leads to reduced κL, but has little
influence on the mobility, µH . b) The solid and dashed curves show the
predicted carrier concentration dependence of the zT for the two end
member compounds, YbZn2Sb2 and YbCd2Sb2. The experimental
results, shown as the red diamonds, deviate from these curves due to
the effect of alloying on κL

16. Higher zT values could be achieved in this
system by decreasing the carrier concentration of the samples with x∼
1.0 to approximately 3 × 1019cm−3. Note that µH , κL, and carrier
concentration were measured at room temperature. For the purpose of
modeling the high-temperature zT values, we assume the carrier
concentration is temperature independent.

tional models which used Matthiesen’s rule to fit the temperature
dependent mobility, the two phase approach is able to better de-
scribe the experimental relationship between the Seebeck coeffi-
cients and conductivity. Samples with larger grains can be used
to increase the mobility and therefore increase the integrated zT ,
opening a potential path to increase the integrated zT in a num-
ber of other Zintl phases.

9 Opportunities and outlook
A great deal of work has been directed at understanding and op-
timizing the thermoelectric properties of AM2X2 compounds in
the past decade, yet there are still clear gaps that remain to be
filled. The thermoelectric properties of many compositions re-
main completely unexplored. This includes almost all arsenides
and phosphides, as well as compounds with monovalent and
trivalent cations and those with mixed occupancy of different va-

lence states. In general, we have only touched the surface regard-
ing the chemical diversity and tunability of the CaAl2Si2 struc-
ture type. Another missing piece of the puzzle is an understand-
ing of the anisotropic properties inherent to this layered struc-
ture type. Some compounds exhibit carrier pockets that are quite
anisotropic, and the dependence of this anisotropy on chemistry
has not been explored. Further, the intrinsically high mobility ex-
hibited by the rare-earth containing compounds shows that con-
trolling the deformation potential may provide an opportunity to
drastically increase the mobility in other compounds. In a similar
vein, controlling the phonon-phonon scattering by studying the
composition-dependence of bonding anharmonicity may lead to
further reduced κL. The surprising n-type Mg3Sb2 results from
Tamaki et al. and the improved understanding of how to avoid
acceptor defects by controlling synthesis conditions, represent an
exciting milestone. Extending these lessons to n-type doping of
other compounds with the CaAl2Si2 structure type is a major op-
portunity, and employing defect calculations to identify dopants
and to optimize the synthesis conditions will likely pave the way
for progress in this area.
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