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Dependence of Hot Electron Transfer on Surface Coverage and Adsorbate Species at Semiconductor-Molecule Interfaces

Lesheng Li and Yosuke Kanai*

Developing a molecular-level understanding of how hot electron transfer process can be enhanced at semiconductor-molecule interfaces is central to advancing various future technologies. Using first-principles quantum dynamics simulations, we investigate how surface coverage and molecular adsorbate species influence the hot electron transfer at semiconductor-molecule interfaces. Counterintuitively, hot electron transfer from semiconductor to molecules was found to be lessened with increased surface coverage because inter-molecular interaction changes nonadiabatic couplings across the semiconductor and adsorbed molecules. The adsorbate molecular species itself was found to be an important factor in hot electron transfer not simply because of the energy level alignments at the interface, but also because the transfer is quite sensitive to nonadiabatic couplings. Our work shows that relatively minor variations of the couplings could lead to significant changes in hot electron transfer characteristics at semiconductor-molecule interfaces. Controlling nonadiabatic couplings must be part of developing a molecular-level “design principle” for enhancing hot electron transfer in addition to the well-recognized importance of energy level alignments.

Introduction

Novel concepts based on hot charge carriers have attracted great attention in recent years for various technological applications, ranging from photodetector, photovoltaic (PV), to photocatalysis. In these applications, hot electron transfer (HET) at heterojunctions between different materials plays a central role in their performance. For instance, hot carriers need to be extracted through selective energy contacts before thermalization takes over in so-called hot carrier solar cells. HET from the semiconductor material to adsorbed molecule is also of great concern in PV and photoelectrochemical (PEC) devices that are based on dye-sensitized solar cells (DSSCs) concept since such charge transfer process negatively impacts the device performance.

Because understanding the HET process at a molecular level is central to realizing these novel applications, considerable efforts have been dedicated to investigating HET at various heterogeneous interfaces, such as quantum dot (QD) core-shell, semiconductor-QDs, and semiconductor-metal and semiconductor-molecule. Ultimately, one hopes to build a “design principle” at the molecular level for enabling and controlling HET for various applications. In spite of great advances made in this field, developing a better understanding of HET is complicated by having complex interplays among various dynamical processes excited electrons can go through. In our recent first-principles quantum dynamics study of excited electron at semiconductor-molecule interface, the HET process from semiconductor to adsorbed molecule was observed. This provided us with an atomistic model for studying how the HET can be tuned at the molecular level. In this work, we focus on understanding dependence of the HET on surface coverage and adsorbed molecular species at semiconductor-molecule interface by considering two widely-used dye molecules, Cyanidin and Alizarin. In particular, we discuss results of first-principles simulations for elucidating the impact of intermolecular interaction and molecular electronic structure on the HET process.

Computational Details

Our calculations were performed using a computational approach that combines first-principles molecular dynamics (FPMD) simulation and the single-particle fewest-switches surface hopping (FSSH) algorithm. The detailed procedure has been discussed in our earlier works. In order to obtain a better description of the energy level alignments at the heterogeneous interface, many-body perturbation theory calculations at the “one-shot” $G_0W_0$ level were used to correct the Kohn-Sham (KS) eigenvalues from DFT calculations to obtain quasi-particle (QP) energies.
The FPMD simulations were performed for a duration of 2 ps with a time step of 0.48 fs at 295 K using a modified version of the Qbox code. The KS wave functions were represented in a plane-wave basis using norm-conserving pseudopotentials with energy cutoff of 50 Rydberg. The generalized gradient approximation by Perdew, Burke, and Ernzerhof (PBE) was used for the exchange-correlation functional. The KS single-particle energies and nonadiabatic couplings (NACs, which are also referred to as vibronic couplings in literature) were obtained on-the-fly in the FPMD simulation. NAC describes how well electronic states are coupled by the lattice/ion motion, and the NAC matrix is numerically calculated according to the prescription by Hammes-Schiffer and Tully, as:

\[ D_{ij} = \left( \psi_i(R(t)) \right] [V_a] \left[ \psi_j(R(t)) \right] \frac{dR}{dt} \]

\[ = \left( \psi_i(R(t)) \right] \left[ \frac{\partial}{\partial t} \right] \left[ \psi_j(R(t)) \right] \]

\[ = \left( \psi_i(R(t)) \right] [V_a R] \left[ \psi_j(R(t)) \right] \frac{\partial \epsilon_i(R(t))}{\partial t} \]

where \( D_{ij} \) is the nonadiabatic coupling between two state \( i \) and \( j \), \( \psi_i(R(t)) \) and \( \epsilon_i(R(t)) \) are the single-particle eigenfunction and eigenvalue for state \( i \) at the nuclear coordinate \( R(t) \), and \( H \) is the Kohn-Sham Hamiltonian. The time derivative is calculated in FPMD simulation by enforcing the phase continuity as in ref 48.

Quasi-particle (QP) energies were obtained by calculating many-body corrections to the KS eigenvalues within the “one-shot” \( G_0W_0 \) approximation, starting from the KS wave functions and eigenvalues. The calculations employed the random-phase approximation for the screened Coulomb interaction, and the Godby-Needs plasmon-pole model was used in calculating the dielectric function. The \( G_0W_0 \) calculations were performed at the equilibrium geometry using the Yambo code, with the KS wave functions obtained from the Quantum Espresso code. The convergence tests for the \( G_0W_0 \) calculations were performed as in our previous work. The FSSH simulations were performed within the classical-path description using the QP energies from the \( G_0W_0 \) calculation and the NACs from the FPMD simulation. The FSSH simulations were performed within the classical-path description.
approximation (CPA) as described in ref 29. This allows us to use a large number of atomic trajectories for converging the ensemble-averaged quantities because the trajectories do not depend on the hops when the CPA is adapted. First, an ensemble of 2116 trajectories was generated by taking a 1 ps trajectory from various different temporal points in the FPMD simulation. Each of these 1 ps long trajectories starts with different positions and momenta for atoms. Then, 500 FSSH simulations were performed for each trajectory, converging the sampling of the hopping probability distribution using the Monte Carlo method.

It is useful to comment on this first-principles simulation approach, contrasting to the recent first-principles Boltzmann Transport Equation (BTE) approach which describes the flow of collective electrons and phonons in phase space.51 These two approaches are designed to describe the carrier dynamics in different limits of charge carrier density, and therefore their appropriateness depends on the context in which these approaches are employed. The present approach based on FSSH method provides the time-dependent statistical description of a single excited electron for an ensemble of the system (i.e. many interfaces with a single excited electron), and it is suitable when coupling of the excited electron dynamics to the lattice movement (i.e. ions) is the dominant factor in controlling the relaxation of the excited electron. In such a situation, the time-dependence of the probabilistic distribution can be modelled by performing FSSH stochastic simulation runs, and the algorithm is designed to satisfy the detailed balance for the ensemble.15 There exist many reviews on the surface hopping approach, and ref 54-56 are, for example, useful for gaining perspectives on its strengths and limitations in general. Specific to our FSSH simulation in the single-particle framework, carrier-carrier scattering is not present unlike in the BTE approach. In the first-principles BTE approach, on the other hand, statistical behaviour of a collection of carriers is modelled by propagating probability density function in time. Bernardi and co-workers made significant advances with the first-principles BTE approach in recent years.34,57-59 They have demonstrated how interaction between different quasi-particles (electrons, phonons, etc) can be obtained from first-principles calculations in the context of the many-body perturbation theory, and these properties are used to employ the semi-classical BTE for studying carrier dynamics in real materials. More rigorous approaches based on non-equilibrium Green’s functions such as Kadanoff-Baym equation are also emerging in the context of first-principles approach in recent years. A comprehensive review can be found in ref 60.

Results and discussion

Representative semiconductor-molecule interfaces between a hydrogen-terminated Si(111) surface and two widely-used dye molecules, Cyanidin and Alizarin, were studied in this work to elucidate the impact of molecular electronic structure on the HET process. Our earlier work showed noticeable HET with Cyanidin adsorbed at the H-Si(111) surface.29 Alizarin is one of the most widely studied dye molecules both experimentally and theoretically in the literature90,91,92 partly because it has its unoccupied electronic states quite high energetically, often well above the conduction band minimum (CBM) of many semiconductors (see e.g. Figure S2 in the Supporting Information).30 When studying semiconductor-molecule interfaces, the surface coverage could be another important factor. One might expect an enhanced HET simply because increased coverage increases the number of molecular states that can accept the hot electron from the semiconductor. At the same time, interactions among the adsorbed molecules could change the nature of those accepting molecular states. In order to examine how inter-molecular interaction influences the HET process, surface coverages of ~11% (in terms of the number of Si-H units at the surface) and ~22% were studied, as shown in Figure 1. The molecules are adsorbed and oriented such that the π-π interaction is maximized. There are essentially no inter-molecular interactions for the 11% coverage, but the adsorbed molecules are closely packed in the case of the 22% coverage and significant inter-molecular interactions exist. Short-hand notations are used for referring to the interface models as H-Si:C (11% coverage of Cyanidin), H-Si:C (22% coverage of Cyanidin), H-Si:A (11% coverage of Alizarin), and H-Si:2A (22% coverage of Alizarin). Details of the interface models can be found in the Supporting Information.

Figure 2a-d shows the probability of locating the hot electron at a specific energy as a function of time for an ensemble of interfaces simulated at room temperature. The reference energy of 0 eV corresponds to the CBM of the semiconductor surface. For simulating dynamics of the hot electron, a highly-excited electron was initially placed in a semiconductor state with the energy of ~3.6 eV above the surface CBM. As can be seen in Figure 2a-d, the excited electron dynamics does not exhibit a simple monotonic decay for the probability change for any of these interfaces. In
particular, the **H-Si:A** interface (Figure 2c) yields very slow relaxation due to significant trapping of the hot electron within the adsorbed molecule before it relaxes down to the surface CBM. This HET into a localized state of the adsorbed molecule was observed most prominently for the **H-Si:A** interface, but to a lesser extent for all other interfaces. The molecular states that predominantly accept the hot electron are referred to as hot electron states throughout this paper. The hot electron state is located energetically at 1.34, 2.09, 0.40, and 0.18 eV below the initial excited electronic state at the **H-Si:C**, **H-Si:2C**, **H-Si:A**, and **H-Si:2A** interfaces, respectively (see Figure 2a-d). Time evolution of the ensemble-averaged energy for the hot electron is shown in Figure 2e, and they do not follow an exponential decay as observed at the clean H-Si(111) surface because of the HET to the adsorbed molecules.

Peak probability and lifetime of the hot electron within the adsorbed molecule are the two key quantities of interest for characterizing the HET because they indicate the extent to which the hot electron transfers into the adsorbate and the extended time that the hot electron resides within the molecule. Probability changes for the hot electron states are shown in Figure 3a. As can be seen, the peak probability in the hot electron state is much greater for the low-coverage cases (**H-Si:C** vs. **H-Si:2C**) than for the high-coverage cases (**H-Si:A** vs. **H-Si:2A**), and it reaches as high as 0.42 for the **H-Si:A** interface (see Table 1). In addition to the peak probability, the residence time of the hot electron within the adsorbed molecule is another important factor for utilizing highly-excited electrons for some technological applications. We determined the hot electron lifetime in the molecule by calculating the full width at half maximum of the probability rise, and the results are summarized in Table 1. Although the **H-Si:2C** interface exhibits a longer residence time compared to the **H-Si:C** interface, the likelihood of finding the hot electron is very small. The hot electron lifetime within the adsorbed Alizarin molecule at the **H-Si:A** interface was found to be noticeably longer, comparable to the typical hot electron relaxation time for the clean H-Si(111) surface and bulk silicon. At the same time, this lifetime is still much shorter than the typical time scales of redox reactions by adsorbed molecules at semiconductor-molecule interfaces, ranging from nanoseconds to microseconds. We note also here that we do not observe excited electron relaxation within the molecule after the hot electron transfers into the molecule even though there exist other energetically-lower electronic states localized on the molecule. Rather, the hot electron transfers back to the semiconductor. Detail analysis can be found in the Supporting Information.

Comparing the two different surface coverages, one might have naively assumed that increased surface coverage would enhance the HET process from semiconductor to the adsorbed molecule simply because the number of the hot electron states increases as well. However, the results show otherwise because inter-molecular interaction changes the nature of hot electron states (Figure 3a). As can be seen in Figure 3b, the hot electron states for the high-coverage cases are not the same as the hot electron states for the low-coverage cases. The hot electron states do not remain localized on individual molecules when inter-molecular interactions are present (i.e. when the surface coverage is increased), and the electronic states become highly delocalized. In the case of Alizarin, the hot electron state simply becomes more delocalized over both molecules because of hybridization in the high-coverage case (Figure 3b). However, for the Cyanidin case, the hot electron state is not simply the delocalized state due to inter-molecular interactions, but some other molecular states are more efficient in accepting the hot electron for the high coverage case. Our analysis shows that the delocalization in this case is not simply due to the inter-molecular interaction but it strongly has to do with the interaction of the highly-polar Cyanidin molecules with the semiconductor surface.

### Table 1. Peak probability and residence time of hot electron within the adsorbed molecule at the interfaces.

<table>
<thead>
<tr>
<th>Interface</th>
<th>H-Si:C</th>
<th>H-Si:2C</th>
<th>H-Si:A</th>
<th>H-Si:2A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Probability</td>
<td>0.23</td>
<td>0.04</td>
<td>0.42</td>
<td>0.13</td>
</tr>
<tr>
<td>Residence Time (fs)</td>
<td>81</td>
<td>106</td>
<td>192</td>
<td>53</td>
</tr>
</tbody>
</table>

Figure 4. Probability/distribution of nonadiabatic coupling (NAC) as a function of NAC magnitude (in a.u.) between the hot electron state and higher-lying/lower-lying semiconductor states for the (a) Cyanidin and (b) Alizarin cases. Y-axis is shown in log scale. Bin size of 5×10^-7 was used for the Gaussian broadening where σ=5×10^-7.
To understand this result of the first-principles dynamics simulations, we herein examine nonadiabatic couplings (NACs) since they have previously been found to play a key role in determining HET efficiency. Figure 4 shows the probability distribution of the magnitude of the NACs between the hot electron state and higher-lying/lower-lying semiconductor states (i.e., semiconductor states energetically higher/lower than the hot electron state). For the Cyanidin case (H-Si:C vs. H-Si:2C) as shown in Figure 4a, the low-coverage interface exhibits larger magnitudes for the NACs between the hot electron state and higher-lying semiconductor states than the high-coverage interface. The hot electron is therefore much more likely to transfer into the molecule at the low-coverage interface. NAC magnitudes with lower-lying semiconductor states are significantly smaller at the low-coverage H-Si:C interface, making the hot electron state quite effective in retaining the excited electron within the adsorbed molecule for an extended time. For the Alizarin case (H-Si:A vs. H-Si:2A) as shown in Figure 4b, the low- and high-coverage interfaces exhibit similar NAC magnitudes, including the presence of a well-defined peak for the NACs of ~0.11 a.u.. This gives rise to the similar HET rate as can be seen in Figure 3a; the rate of the initial increase in the probability for H-Si:A and H-Si:2A are the same (i.e., two red lines are on top of each other). At the same time, for the NACs between the hot electron state and lower-lying semiconductor states, only the high-coverage case of H-Si:2A exhibits large NACs of ~0.12 a.u. but not H-Si:A (Figure 4b). This yields a rapid hot electron transfer from the adsorbed molecule back to the semiconductor at the H-Si:2A interface. Consequently, the hot electron residence time within the adsorbate is much shorter for the H-Si:2A interface than for the H-Si:A interface as summarized in Table 1. These characteristics in the NACs between the semiconductor and the molecule lead to the significant difference between the low and high-coverage interfaces in terms of the HET efficiency.

Another point of comparison in the simulations is the differences between the Cyanidin and Alizarin molecules; the H-Si:A interface shows much larger HET probability than the H-Si:C interface. This can be explained by the difference in the NACs between the hot electron state and the lower-lying semiconductor states. Larger NACs for the H-Si:C interface (see Figure S7 in the Supporting Information) allow faster return of the excited electron from the adsorbed molecule back to the semiconductor, inhibiting the probability build-up for the hot electron state localized on the molecule. The electronic energy level alignment is another ingredient that is also responsible for the quantum dynamics. To examine if the significant HET probability for the H-Si:A interface case could also be due to the fact that its hot electron state is energetically close to the initial state the hot electron occupies in the semiconductor, we performed another simulation for the H-Si:A interface with the hot electron state that is artificially shifted away to be at the same energy as the H-Si:C case. This artificially-constructed H-Si:A simulation yields even higher HET probability (see Figure S8 in the Supporting Information), showing that energetic proximity of the hot electron state to the initial semiconductor state is not the reason for the significant HET probability observed at the H-Si:A interface.

Conclusions

In conclusion, we discussed how the surface coverage and molecular adsorbate species influence the hot electron transfer (HET) at semiconductor-molecule interfaces using first-principles electron dynamics simulations. Our work shows that the increased surface coverage does not necessarily enhance the HET probability because of inter-molecular interactions. The accepting molecular states for the hot electron can be delocalized among the adsorbed molecules at the semiconductor surface, and the nonadiabatic couplings can be altered as a result. In fact, for both the Alizarin and Cyanidin molecules we considered here, the HET probability from semiconductor to the adsorbed molecule is significantly suppressed when the surface coverage is increased. The nature of adsorbed molecules itself was found to affect the HET significantly. Fundamental reason for these observations can be traced back to the decisive role nonadiabatic couplings play in controlling the HET across the semiconductor surface and the adsorbed molecule. Developing a "design principle" at a molecular level for enhancing the HET process at semiconductor-molecule interfaces remains a great challenge, and controlling nonadiabatic couplings must be part of such a design principle in addition to the electron energy alignment as is often discussed already.
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