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Inherent structure energy is a good indicator of molec-
ular mobility in glasses

Julian Helfferich,∗a Ivan Lyubimov,a‡ Daniel Reid,a‡ and Juan J. de Pabloa

Glasses produced via physical vapor deposition can display greater kinetic stability and lower
enthalpy than glasses prepared by liquid cooling. While the reduced enthalpy has often been
used as a measure of the stability, it is not obvious whether dynamic measures of stability pro-
vide the same view. Here, we study dynamics in vapor-deposited and liquid-cooled glass films
using molecular simulations of a bead-spring polymer model as well as a Lennard-Jones binary
mixture in two and three dimensions. We confirm that the dynamics in vapor-deposited glasses
is indeed slower than in ordinary glasses. We further show that the inherent structure energy is a
good reporter of local dynamics, and that aged systems and glasses prepared by cooling at pro-
gressively slower rates exhibit the same behavior as vapor-deposited materials when they both
have the same inherent structure energy. These findings suggest that the stability inferred from
measurements of the energy is also manifested in dynamic observables, and they strengthen the
view that vapor deposition processes provide an effective strategy for creation of stable glasses.

1 Introduction
Ordinary glasses are typically prepared by cooling a liquid at a
rate that is sufficiently fast to avoid crystallization. Upon cool-
ing towards the glass transition temperature Tg, the viscosity and
characteristic relaxation times increase considerably1–5. Even-
tually, such relaxation times exceed the cooling rate, leading to
dynamic arrest and glass formation3–5. This transition is accom-
panied by a change in the specific heat and defines the calori-
metric glass transition temperature2,4. As the relaxation times
become larger than the available laboratory time scales, the sys-
tem is no longer able to reach its equilibrium state and thus “falls
out of equilibrium”5. However, dynamics do not come to a halt
in the glass phase. Instead, the system slowly evolves towards its
equilibrium state in a process called “physical aging”, character-
ized by an increase of the density and the structural relaxation
time6. Thus, within the traditional view of glass formation, two
strategies can be followed to prepare a glass that is closer to its
equilibrium state: employing a slower cooling rate, or letting the
system age for an extended period period of time.

Recent experiments have shown that glasses can also be cre-
ated through a process of physical vapor deposition (PVD), lead-
ing to materials whose macroscopic characteristics, such as me-
chanical properties or onset temperature, can exceed those of
highly aged ordinary glasses. Specifically, PVD glasses can ex-
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hibit extraordinary thermodynamic and kinetic stability7,8, an in-
creased density7–9 and a reduced enthalpy10–13. A growing body
of numerical simulations has sought to interpret from a molecular
perspective available experimental observations on PVD glasses.
Simulations have been able to reproduce several experimentally
observed features, including higher thermodynamic and kinetic
stability, the existence of an optimal substrate temperature for
vapor deposition, the existence of a mobile layer at the vacuum
interface, and the ability to control anisotropy through the depo-
sition process experiments14–18.

The term “stability” is used to describe an array of properties,
including a high onset temperature7, reduced bulk diffusivity7,
and suppressed β -relaxations24. In both experimental and simu-
lation studies, the enthalpy has been used as a convenient, eas-
ily accessible measure for the stability. In experiments, the en-
thalpy is typically determined by relying on calorimetry measure-
ments11–13,19,20. In simulations, one can determine directly the
average potential energy per particle and use that to assess sta-
bility15–17. The enthalpy of a PVD glass can be compared to the
measured or extrapolated enthalpy of an ordinary glass that has
been aged over a long period of time, thereby providing an indi-
rect means of assessing the age and stability of a material. Such
a measure of stability, however, is purely thermodynamic. It is
therefore of interest to determine whether dynamic measures of
stability, such as characteristic relaxation times, provide the same
view of PVD glasses that, up to now, has been generated on the ba-
sis of largely thermodynamic quantities. Annealing experiments
have demonstrated that, upon heating, stable glasses take a much
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longer time to reach the liquid state than ordinary glasses, thereby
suggesting that they exhibit strongly reduced dynamics21–23. Fur-
thermore, dielectric measurements reveal a strong suppression of
the β -relaxation in stable glasses24. Similar techniques, however,
have not been applied in simulations of vapor-deposited glasses.
Here, a connection between the inherent structure energy and
the dynamics is of particular interest as the energy, similar to the
enthalpy, is easily accessible, whereas long and demanding simu-
lation runs are necessary to extract dynamic properties.

More generally, in this work we address the issue of whether va-
por deposited glasses are dynamically equivalent to aged glasses.
We examine whether the dynamics in vapor deposited glasses are
comparable to those of glasses aged over long periods of time.
We ask if vapor deposited glasses are indeed closer to the equi-
librium state than ordinary glasses, or if they represent a “hid-
den amorphous state”25 that transforms back to an ordinary glass
over time.

To approach these questions, we analyze the decay of the inco-
herent intermediate scattering function (ISF) in vapor deposited
and ordinary glasses for three different glass formers: a bead-
spring polymer melt, a two-dimensional binary mixture, and a
three-dimensional binary mixture. For all three systems, we find
that the dynamics are indeed strongly slowed in stable glasses.
Furthermore, we confirm that none of the models considered here
displays any sign of a “hidden amorphous state”. Instead, we find
that the inherent structure energy is a good indicator for the dy-
namics, and that slowly cooled or aged ordinary glasses with the
same inherent structure energy as a vapor deposited glass display
almost identical dynamics. This finding also holds for vapor de-
posited and liquid cooled polymer films, which are structurally
different.

Our manuscript begins with a summary of the simulation tech-
niques employed in this work (Sec. 2), followed a discussion of
the corresponding results (Sec. 3). We conclude with general
remarks pertaining to the stability and anisotropy of vapor de-
posited glasses (Sec. 4).

2 Methods
The models and simulation protocols used to replicate the va-
por deposition process have been described in the literature
for the polymer system17, the 3D Lennard-Jones binary mix-
ture (3dBM)15,16, and the 2D Lennard-Jones binary system
(2dBM)26. For completeness, only a brief summary is provided
in what follows. The first glass former we consider is a binary
mixture consisting of two types of particles, type A and type B,
in a ratio of 80/20 for the 3dBM system and 65/35 for the 2dBM
system27. The particles interact via a Lennard-Jones (LJ) poten-
tial truncated at rtrunc = 2.4 and extrapolated to smoothly decay
to zero at rc = 2.5. In the following, all values are reported in
LJ units. To this end, we set εAA = 1, σAA = 1, the mass m = 1,
and kB = 1. In these units, the relevant interaction parameters
are εAB = 1.5, σAB = 0.8, εBB = 0.5, and σBB = 0.88.

As an alternative glass former, we study a simple bead-spring
polymer model. The polymer system consists only of type-A parti-
cles, connected via bonds to form chains of length N = 4 or N = 10,
well below the entanglement length28. Bonded particles (beads)

Polymer N = 4 Binary mixture (3d)
T 0.3 0.35 0.4 0.275 0.3 0.325 0.35

T/Tg 0.79 0.92 1.05 0.79 0.86 0.93 1.00

Polymer N = 10 Binary mixture (2d)
T 0.3 0.35 0.4 0.166 0.182 0.193 0.221

T/Tg 0.73 0.85 0.98 0.79 0.87 0.92 1.05

Table 1 Temperatures at which the ISF is determined

are connected by a harmonic potential, whose spring constant
K = 1000 and equilibrium bond length l0 = 0.97 are chosen to
prevent chain crossings and inhibit crystallization29. The sub-
strate consists of a third type of atoms. It interacts with the glass
former via a LJ potential with the following interaction parame-
ters: εAS = εBS = 0.1 (3d BM), εAS = εBS = 1.0 (2d BM, polymer),
σAS = 0.75 (2d/3d BM), σAS = 1.0 (polymer), σBS = 0.7 (3d BM),
σBS = 0.75 (2d BM), εSS = 0.1, and σSS = 0.6.

To replicate the vapor deposition process, we first place Ns sub-
strate atoms randomly in a thin layer at the bottom of the sim-
ulation box and minimize the energy to remove overlap and to
spread the atoms evenly across the layer. Then, the substrate
atoms are tethered to their current position using a harmonic
spring with spring constant K = 1000. Onto this substrate we
deposit the glass former. For the polymer glass and the 3dBM sys-
tem, we iterate the following steps: (1) We introduce either a set
10 particles of the binary mixture or one polymer chain into the
system and bring it into contact with the surface of the film (or
the substrate if no film has yet formed); (2) We slowly cool the
newly introduced particle(s) to the substrate temperature; and
(3) We perform energy minimization using the FIRE algorithm30.
These steps are designed to improve the efficiency of the simula-
tion by assisting the newly deposited particle(s) in finding their
most favorable, nearby local energy minimum. During deposi-
tion and the subsequent isothermal run, all particles are coupled
to an external heat bath using the Nosé-Hoover thermostat31,32.
This procedure differs from the experimental situation in that lo-
cal equilibrium is attained by quenching the system to a nearby
energy minimum through a steepest-descent procedure. By tak-
ing advantage of the reduced numerical complexity afforded in
two dimensions, for the 2dBM system we follow a more realistic
algorithm in which only the substrate atoms are coupled to an
external heat bath, and we refrain from performing energy min-
imizations. Instead, we allow newly deposited particles to reach
the equilibrium (substrate) temperature through “natural” energy
dissipation mechanisms.

After the deposition is complete, all films are relaxed for 500 LJ-
time units before collecting data. Ordinary glass films are created
by heating vapor deposited films well above the glass transition
temperature and slowly cooling them to the desired temperature
at a specified cooling rate.

In order to study the microscopic dynamics, we deposited films
at various substrate temperatures in the range from 0.73Tg to
1.05Tg (see Table 1). At each temperature, we perform isother-
mal runs on four independent configurations for each system.
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Fig. 1 Average potential energy per particle, U , for the polymer model
with chains of length N = 4 and N = 10 during a heating run from Ts to
T = 0.8 (circles) and a subsequent cooling run back to Ts (squares). For
both systems, the heating/cooling rate is qc = 10−5. For N = 4, the
potential energy for systems deposited at Ts = 0.3 (solid symbols),
Ts = 0.35 (open symbols), and Ts = 0.4 (hatched symbols) are displayed.
For N = 10 only the potential energy for the system deposited at Ts = 0.3
is displayed. The potential energy has been averaged over all particles
in the center region of the film and the results for N = 10 have been
shifted by 0.2 for clarity. The solid lines are fits to the linear regimes, the
vertical lines indicate the values of Tg as defined in the main text. The
arrows indicate the temperatures at which the ISF is calculated and the
circles and crosses mark the potential energy at the start of the
calculation for vapor deposited and ordinary glasses, respectively.

3 Results and discussion
We begin our discussion with an analysis of our results for the
polymer model. In order to compare vapor deposited glasses to
ordinary glasses, vapor deposited materials are heated to T = 0.8,
well above the glass transition temperature, and cooled back
down to the desired temperature at a rate of qc = 10−5. Dur-
ing this heating/cooling run, we calculate the average potential
energy in the center region of the film17. Our aim is to reproduce
standard differential scanning calorimetry procedures, albeit at
much higher cooling rates than those typically used in experi-
ments. Our results for the energy, shown in Fig. 1, bear several of
the characteristics that have been experimentally observed in sta-
ble glasses: A lower potential energy, and an onset temperature
Ton that is much higher than the glass transition temperature Tg

for the same cooling/heating rate. These findings have been re-
ported elsewhere, and strongly indicate that vapor-deposited ma-
terials lie deeper in the potential energy landscape17. What has
perhaps not been firmly established before, however, is whether a
low potential energy does indeed translate into slower structural
relaxation in vapor deposited materials.

Our analysis of dynamics is performed by relying on the glass
transition temperature as a reference. In this work, we use the
simulated potential energy curves to define the relevant simu-
lated glass transition temperatures Tg by identifying two linear
regimes in the cooling run, one corresponding to the equilibrium
supercooled liquid and another to the glass regime, respectively.
We then fit the data in the linear regimes (solid lines in Fig. 1) and
calculate the intersection point. For the polymer systems consid-
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Fig. 2 ISF φ q
s (t) for chains of length N = 4 (top panel) and N = 10

(bottom panel). The solid symbols represent the results for the stable
glass (SG), the open symbols those for the ordinary glass (OG). The
ISF is determined at temperatures T = 0.3 (◦), 0.35 (�), and 0.4 (�).

ered here, we find Tg = 0.38 for N = 4 and Tg = 0.41 for N = 10.
For the binary systems, we find Tg = 0.35 in three dimensions16

and Tg = 0.21 in the two-dimensional model26.
The incoherent intermediate scattering function (ISF) is given

by

φ q
s (t, ta) =

1
N

N

∑
k=1

�exp [iqqq(rk(ta + t)− rk(ta))]� , (1)

where ta is the aging time, i.e. the time between the start of
the trajectory and the start of the measurement, and the aver-
age �·� is taken over 200 qqq-vectors in random directions. Here,
|qqq| corresponds to the first peak in the static structure factor,
which is at |qqq| = 0.71 for the polymer melt, 0.721 for the 3dBM
system, and 0.59 for the 2dBM system. For simplicity, we use
φ q

s (t, ta = 0)≡ φ q
s (t).

Our results for the polymer system are shown in Fig. 2. First,
we note that our basic hypothesis holds true: the decay of the ISF
for vapor-deposited materials is slower than for their ordinary
counterparts, indicating that the dynamics of simulated vapor-
deposited glasses are significantly slower. This observation holds
for all temperatures and both chain lengths. Furthermore, we
note that the plateau value is slightly larger for the vapor de-
posited glass compared to the respective liquid-cooled one. This
observation is consistent with the increased density observed in
vapor-deposited systems. It is important to emphasize that, at
least for the N = 10 polymeric system, the structure of vapor de-
posited glasses is highly anisotropic and considerably different
from that of the corresponding ordinary material17. As such, it is
particularly important to stress that for these materials, a lower
potential energy continues to correspond to slower dynamics,
even if the material adopts different molecular packing arrange-
ments. This finding is also relevant in view of recent findings,
which indicate that vapor-deposition enables control of molecu-
lar anisotropy in stable glasses8,33,34.

We further note that dynamics in the vapor deposited glass is
significantly slower than in the ordinary material, even when de-
posited above Tg, as can be seen in Fig. 2 for chains of length

1–7 | 3

Page 3 of 7 Soft Matter

S
of

tM
at

te
r

A
cc

ep
te

d
M

an
us

cr
ip

t



10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

t

0

0.2

0.4

0.6

0.8

1
φ

sq
=

7
.1

(t
, 
t a

)

t
a
 = 0

t
a
 = 10

3

t
a
 = 10

4

t
a
 = 10

5

t
a
 = 3.10

5

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

t

0

0.2

0.4

0.6

0.8

1
φ

sq
=

7
.1

(t
, 
t a

)

t
a
 = 0

t
a
 = 10

3

t
a
 = 10

4

t
a
 = 10

5

t
a
 = 3·10

5

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

t

0

0.2

0.4

0.6

0.8

1
φ

sq
=

7
.1

(t
, 
t a

)

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

t

0

0.2

0.4

0.6

0.8

1
φ

sq
=

7
.1

(t
, 
t a

)

N = 10, T = 0.35

SG OG

N = 4,
T = 0.4

Fig. 3 ISF φ q
s (t, ta) for chains of length N = 4 at T = 0.4 and N = 10 at

T = 0.35. The ISFs are calculated both for the stable glass (SG, solid
symbols) and the ordinary glass (OG, open symbols) at various aging
times ta = 0 (◦), 103 (�), 104 (�), and 105 (�), as well as ta = 3 ·105 (♦)
for chain of length N = 10.

N = 4 (deposited at T = 0.4). Given the fact that the potential
energy at T = 0.4 is very close to the equilibrium supercooled-
liquid line, the question arises as to which of the two systems
corresponds to the equilibrium state. To address this issue, we
calculate the ISF for various aging times. Figure 3 shows results
for N = 4 at T = 0.4 and N = 10 at T = 0.35. First, we note that
at T = 0.4, the vapor deposited glass is in equilibrium, whereas
for the fast cooling rates considered here, the system cooled from
the liquid state retains some memory from its process of forma-
tion. We attribute this behavior to the polymeric nature of the
molecules: while the system is able to relax on the scale of the
individual chain segments at T = 0.4, it is not able to do so on
the length scale of the entire chains. Our observation is further
supported by the fact that the short chains deposited at T = 0.4
show an onset temperature slightly larger than the glass transition
temperature (see Fig. 1). For the longer chains N = 10, below Tg

equilibrium can no longer be attained by aging on the time scales
considered here. Instead, we observe the typical aging behavior in
which the plateau value increases and the decay from the plateau
shifts to later times. In contrast, for the vapor deposited mate-
rial, we find no evidence of aging on the time scales accessible
to our simulations: the ISF data remain unchanged for all aging
times studied in this work. Given that the potential energy of the
stable glass lies on the extrapolated supercooled liquid line, it is
plausible to assume that the system has reached its equilibrium
potential energy. This observation further underscores that vapor
deposition provides a surprisingly effective experimental and sim-
ulation technique for preparation of glasses whose properties are
difficult to attain via traditional liquid-cooling processes.

We now consider whether the 3D and 2D binary mixtures pre-
pared by vapor deposition also exhibit slower dynamics. The ISFs
for the 3-dimensional system are shown in Fig. 4. First, we note
that the general behavior is similar to that found for the polymer
system, albeit the difference between ordinary and stable glasses
is less pronounced. As with the polymers, the difference in dy-
namics between the vapor deposited and the ordinary glass in-
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Fig. 4 ISF φ q
s (t) for 3d binary mixture stable glass (SG, full symbols)

and ordinary glass (OG, open symbols) films at four different
temperatures: T = 0.275 (◦), 0.3 (�), 0.325 (�), and 0.350 (♦).
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Fig. 5 ISF φ q
s (t) for 3d binary mixture of a vapor deposited glass (VD, ◦)

and ordinary glasses formed using three different cooling rates
qc = 10−5 (�, shown only for the two lowest temperatures), 10−6 (�),
and 10−7 (♦). The films were deposited at or cooled to four different
temperatures: T = 0.275, 0.3, 0.325, and 0.350.

creases with lower deposition temperatures.
For the polymer systems we examined the effect of aging on

the material. For the LJ mixtures, we examine the effect of
cooling rate. Specifically, we consider the following three rates
qc = 10−5, 10−6, and 10−7. The corresponding ISFs are displayed
in Fig. 5. As expected, the dynamics are markedly slower for
systems cooled by slower cooling rates. For the slowest cooling
rate considered here, the dynamics almost overlap with those of
the as-deposited films. We note, however, that the liquid-cooling
procedure is much more computationally demanding than vapor
deposition.

These results do, in fact, raise a more fundamental question:
What is a fair comparison between vapor deposited and liquid
cooled films? This question is particularly important for numeri-
cal simulations, where typical cooling rates are orders of magni-
tude faster than the 1 K/min typically employed in experiments.
Two measures can be considered: One can (1) compare cooling
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T 0.166 0.182 0.193 0.221
U IS

VD −3.719 −3.710 −3.704 −3.686

U IS
c2 −3.719 −3.716 −3.701 −3.688

U IS
c1 −3.716 −3.708 −3.696 −3.690

Table 2 Inherent structure energy U IS for the vapor deposited film (VD)
and two liquid-cooled films using the cooling rates qc2 = 2 ·10−7 and
qc1 = 1.33 ·10−6. The cooling rates are chosen such that (1) the cooling
time is identical to the deposition time or (2) the inherent structure
energy of vapor deposited and liquid cooled films are approximately
equal.
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Fig. 6 ISF φ q
s (t) for a 2d binary mixture of a vapor deposited glass

(lines) and two ordinary glasses formed using two different cooling rates
qc. The cooling rates were chosen such that the ordinary glass forms in
the same amount of time as the vapor deposited one (open symbols,
qc = 1.33 ·10−6) or such that both films obtain the same inherent
structure energy (solid symbols, qc = 2 ·10−7). The glasses were
deposited at or cooled to four temperatures T = 0.166 (◦), 0.182 (�),
0.325 (�), and 0.350 (♦).

and deposition protocols that are run over the same amount of
time, measured in LJ time units, or, (2), which processes lead to
the same inherent structure energy, i.e. which glasses are com-
parable in terms of the potential energy landscape. The lowest
inherent structure energies that can be reached by vapor depo-
sition are, in general, not attainable by liquid cooling. To reach
the lowest inherent structure energy reported in Ref.26 by liquid
cooling, a rate on the order of 10−13 would be necessary, requir-
ing on the order of thousands of years of simulation time on a
typical CPU. For the purposes of this manuscript, we have thus
deliberately chosen suboptimal parameters for the vapor deposi-
tion process, leading to rather ”poor” glasses in comparison. Only
these suboptimal parameters allow the liquid cooled system to
reach in reasonable timescales the same inherent structure en-
ergy that is achieved by vapor deposition. The inherent structure
energies for the three different protocols are listed in Table 2. We
note that the inherent structure energies are lower for the vapor
deposited films compared to the liquid cooled ones formed dur-
ing the same amount of time, except for the highest temperature
which is above Tg. This demonstrates that vapor deposited glass
lie deep in the potential energy landscape.

The ISFs for the three different formation protocols are dis-
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N = 10, T = 0.35

Fig. 7 Inherent structure energy U IS(t) for the ordinary glass cooled to
T = 0.40 (upper panel) and 0.35 (lower panel). The solid line displays
U IS averaged over 20 trajectory points, 10 each from two independent
configurations. U IS for the individual trajectory points is displayed as
grey symbols. The horizontal dashed line indicates the average inherent
structure energy of the just-deposited stable glass deposited at Ts = 0.40
(upper panel) and 0.35 (lower panel). The vertical lines indicate the
times at which the ordinary glass reaches approximately the inherent
structure energy of the vapor deposited glass directly after deposition.

played in Fig. 6. Two conclusions can be drawn from the figure.
First, at lower temperatures, the ISF decays faster for the liquid
cooled system formed over the same amount of time as the va-
por deposited film. This further substantiates our premise that
vapor deposition provides an efficient means by which to form
glasses that reside deep in the potential energy landscape. Sec-
ond, glasses that reach the same inherent structure energy via
slow liquid cooling or vapor deposition exhibit almost identical
dynamics. In fact, the ISFs mostly overlap with T = 0.182 being a
notable outlier. This is, however, not surprising given the fact that
the inherent structure energy is lower for the slowly cooled sys-
tem at this temperature (see Table 2). Thus, Fig. 6 suggests that
systems with the same inherent structure energy display identical
dynamics as measured by the incoherent scattering function. This
is far from obvious, considering the different formation protocols,
yet it is not implausible given that both systems are structurally
almost indistinguishable (see supplementary material of Ref.26)
Furthermore, a similarly strong connection between the inherent
structure energy and the relaxation time has been established in
polymer glasses undergoing creep deformation35,36.

To test whether this finding holds also for systems that are
structurally different, we turn again to the polymer system with
chains of length N = 10. During deposition, these polymers
stretch out on the surface and retain their alignment as the film
grows17. Thus, vapor deposited polymer films display strong
anisotropy, with the end-to-end vectors of the polymers closely
aligned parallel to the film surface. Liquid-cooled polymer films,
on the other hand, are fully isotropic. To determine the inher-
ent structure energy U IS, we performed an isothermal run and
minimized the energy at regular intervals Δt using the FIRE30 al-
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Fig. 8 ISF φ q
s (t) for the vapor deposited glass (SG, solid symbols) and

the ordinary glass (OG, open symbols) deposited at or cooled to
T = 0.40 (◦) and 0.35 (�). The ordinary glass was aged at T = 0.40 and
0.35 for ta = 5 ·105 and 8 ·105, respectively. The aging times were chosen
such that both ordinary and stable glass have the same inherent
structure energy (see Fig. 7).

gorithm. We determined the average U IS for the vapor deposited
glass within the first 1000 LJ time units (Δt = 100). Next, we
determined U IS(t) for the ordinary glass over a long trajectory
(Δt = 1000) and estimated the time at which the inherent struc-
ture energy reached the same value as the just-deposited film.
The results are displayed in Fig. 7. At T = 0.40, i.e. above the
glass transition temperature, U IS(t) changes only a little, whereas
at T = 0.35 a clear trend is visible. We estimate that after a time
ta = 6 ·105 for the system above Tg and ta = 8 ·105 for the system
below Tg, the ordinary glass has the same inherent structure en-
ergy as the vapor deposited glass. As for the 2d-KA system, we
have again deliberately chosen suboptimal parameters for the va-
por deposited glass at T = 0.35, using a deposition rate that is
about one order of magnitude faster than that for all other poly-
mer systems considered here. It is only with this very fast depo-
sition rate that we arrive at an inherent structure energy that is
sufficiently high to be attainable by simple aging of an ordinary
glass.

The results for the ISF are displayed in Fig. 8. We find that the
ISFs of the vapor deposited glass and the ordinary glass are essen-
tially identical, given the fact that they exhibit the same inherent
structure energy. We emphasize that this result holds regardless
of the strong anisotropy of the vapor deposited film, which hardly
changes over the course of the simulation run. It is important to
emphasize that this does not imply that the systems are in the
same state. In fact, given the structural differences, we expect
them to exhibit different mechanic and thermodynamic proper-
ties, and it would not be surprising if they displayed a different
aging behavior. However, our results suggest that the inherent
structure energy is a good indicator to gauge the local dynam-
ics. Thus, we infer that it is also a good measure of the stability
of the glass. Furthermore, this finding can also be interpreted
in terms of the potential energy landscape. The similar dynam-
ics of the systems, despite their different structures, suggests that

they are not only in a potential that has the same depth (i.e. the
same inherent structure energy), but also that the potential en-
ergy barriers surrounding them have similar heights, leading to
similar dynamics. This, surprisingly, appears to hold even though
pronounced structural differences indicate that the systems are in
very different areas of the potential energy landscape. In other
words, one could also argue that in deep energy minima, a differ-
ent structure does not necessarily imply that the potential energy
landscape exhibits a considerably different shape. To test whether
this inference holds, i.e. whether the local properties of the poten-
tial energy landscape are indeed similar, is of high relevance and
the focus of our ongoing research.

4 Conclusions

In this paper, we have demonstrated that the increased thermody-
namic stability of simulated vapor deposited glasses is also man-
ifest in the microscopic dynamics, as measured by the incoher-
ent intermediate scattering function. These dynamics resemble
closely those observed in ordinary glasses aged for long peri-
ods of time or liquid-cooled materials prepared at slow cooling
rates. This may not come as a surprise. Indeed, vapor deposited
glasses have been frequently compared to glasses aged for long
times10,19. Note, however, it is not immediately obvious that va-
por deposited and well-aged glasses should exhibit identical dy-
namics. Indeed, a contrasting hypothesis would be that a vapor
deposition process puts the glass in a “stable state” that is not
accessible via liquid cooling, from which the system would trans-
form back into an ordinary glass. In fact, experiments suggest
that some organic molecules are indeed deposited in a “hidden
amorphous state” not accessible via liquid cooling25. However,
the results presented here show no evidence for such states, nei-
ther for a bead-spring polymer model, where chains remain in
an anisotropic state, nor for a binary mixture which is, by con-
struction, fully isotropic. We have compared the ISFs of vapor-
deposited glasses to those of ordinary glasses either aged for var-
ious times or cooled at different cooling rates. We find that the
dynamics of ordinary glasses gradually approach those of a va-
por deposited glass for longer aging times and slower cooling
rates. Here we note that vapor deposition represents a very dif-
ferent and efficient process for preparation of well-equilibrated
glasses, both in experiments and in numerical simulations. Fi-
nally, we also compared vapor deposited glasses and ordinary
glasses where either the cooling rate or the aging time were ad-
justed such that their final states would have the same inherent
structure energy. We found that these systems display the same
dynamics, even when comparing a highly anisotropic vapor de-
posited polymer film to a structurally different, isotropic, liquid-
cooled one. This finding supports the assumption that the inher-
ent structure energy is a good measure of the stability of a glass.
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