This is an Accepted Manuscript, which has been through the Royal Society of Chemistry peer review process and has been accepted for publication.

Accepted Manuscripts are published online shortly after acceptance, before technical editing, formatting and proof reading. Using this free service, authors can make their results available to the community, in citable form, before we publish the edited article. We will replace this Accepted Manuscript with the edited and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the Information for Authors.

Please note that technical editing may introduce minor changes to the text and/or graphics, which may alter content. The journal’s standard Terms & Conditions and the Ethical guidelines still apply. In no event shall the Royal Society of Chemistry be held responsible for any errors or omissions in this Accepted Manuscript or any consequences arising from the use of any information it contains.
Atomistic simulations of electrochemical metallization cells: mechanisms of ultra-fast resistance switching in nanoscale devices
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We describe a new method that enables reactive molecular dynamics (MD) simulations of electrochemical processes and apply to study electrochemical metallization cells (ECMs). The model, called EChemDID, extends the charge equilibration method to capture the effect of external electrochemical potentials on partial atomic charges and describes its equilibration over connected metallic structures, on-the-fly, during the MD simulation. We use EChemDID to simulate resistance switching in nanoscale ECMs; these devices consist of an electroactive metal separated from an inactive electrode by an insulator and can be reversibly switched to a low-resistance state by the electrochemical formation of a conducting filament between electrodes. Our structures use Cu as the active electrode and SiO$_2$ dielectric and have dimensions at the foreseen limit of scalability of the technology, with dielectric thickness of approximately 1 nm. We explore the effect of device geometry on switching timescales and find that nanowires with an electroactive shell, where ions migrate towards a smaller inactive electrode core, result in faster switching than planar devices. We observe significant device-to-device variability in switching timescales and intermittent switching for these nanoscale devices. To characterize the evolution in the electronic structure of the dielectric as dissolved metallic ions switch the device, we perform density functional theory calculations on structures obtained from an EChemDID MD simulation. These results confirm the appearance of states around the Fermi energy as a
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metallic filament bridges the electrodes and show that the metallic ions and not defects in the dielectric contribute to the majority of those states.

1. Introduction

Electrochemical processes are at the heart of a wide range of established and emerging applications from energy storage\textsuperscript{1} and materials processing to nanoelectronics\textsuperscript{2,3,4,5} and neuromorphic computing.\textsuperscript{6,7} In nominally all applications of current interest the operation of devices is an emergent phenomena that originates from the interplay between processes with disparate time and length scales; these include: electrochemical reactions at complex interfaces, dissolution and deposition of ions, their transport and aggregation, injection and trapping of electrons and holes, changes in composition, phase and valence change in the electrolytes, Joule heating and electromigration. Remarkably, some of these devices can be scaled down to the nanoscale and operate at nanosecond timescales,\textsuperscript{8} opening exciting potential applications but also complicating their experimental characterization. As a result, the atomistic mechanisms that govern the operation of devices like batteries, pseudocapacitors and electrochemical metallization cells are not fully understood. Given these significant challenges and the increasingly important role of molecular dynamics simulations in materials science, it is perhaps surprising that the first attempts to describe electrochemical processes using empirical force field methods date back only a few years.\textsuperscript{9,10,11} In this paper we describe the electrochemistry dynamics with implicit degrees of freedom EChemDID method, that enabled the first fully atomistic simulations of electrochemical metallization cells (ECMs) that can exhibit
ultra-fast resistance switching and apply to explore the role of device geometry and atomic processes in the switching of ECMs.

Nanoscale resistance switching electrochemical devices hold great promise as memory and logic elements in future nanoelectronics devices with the potential to contribute to the extension of Moore’s law beyond the rapidly approaching end of scaling and even enable neuromorphic computing. Resistance- and threshold-switching electrochemical cells are fascinating devices that can reversibly or irreversibly change their electrical resistance with an applied voltage via a variety of processes induced by electrochemistry. Their deceptively simple structure, consisting of two metallic electrodes separated by a solid dielectric or electrolyte, seems at odds with the wide range of I-V characteristics that can be achieved by the appropriate choice of materials: from linear to non-linear bipolar and nonpolar resistance switching to threshold switching (an abrupt but reversible change in resistance). Importantly both from applied and basic science points of view, these devices can exhibit switching in nanosecond timescales and scaling to approximately ten nanometers, where the distinction between material and device becomes meaningless. Despite the significant experimental and theoretical efforts devoted to these devices in recent years the underlying materials processes responsible for their remarkable properties are not fully known. Even the switching mechanisms, interfacial reactions, and the nature of the conducting paths are not known in many cases. Recent experimental studies based on high-resolution transmission electron microscopy imaging and scanning tunneling microscopy are providing key insight and quantitative information regarding the fundamental physics of these devices. However, these techniques are not without limitations, especially when dealing with devices at their
miniaturization limit (few nanometers) and operating at ultra-fast speeds (nanoseconds). In Section 3 of this paper we use EChemDID to explore the resistive switching of nanoscale ECMs consisting of Cu as the active electrode and SiO$_2$ dielectrics. We focus on the effect of device geometry on switching dynamics and find that nanowire geometry tends to facilitate the creation of metallic filament. Interestingly, the simulations show that switching occurs with negligible changes in the atomic structure of the amorphous dielectric. Section 4 introduces multiscale simulations coupling EChemDID to ab initio electronic structure calculations to study the electrical characteristics of the systems. We find an increased number of states around the Fermi energy of the dielectric as a metallic filament bridges the electrodes and that these states are predominantly originate on the metallic ions and not on defects in the dielectric.

2. Reactive molecular dynamics of electrochemistry

2.1 Reactive MD simulations

The use of many-body, partial bond-orders to describe covalent interactions$^{19,20}$ together with charge equilibration methods (QEq, initially proposed by Rappe and Goddard$^{21}$ and by Mortier at al.$^{22}$) to obtain geometry dependent partial atomic charges led to the development of powerful reactive force field such as ReaxFF,$^{23}$ COMB$^{24}$ and REBO$^{25}$. These reactive potentials enable large-scale (multi-million atoms) molecular dynamics of materials processes involving chemistry. Examples of recent successes include areas as disparate as shock-induced decomposition of explosives,$^{26}$ combustion,$^{27}$ water reactions in cement,$^{28}$ and reactions in nanomaterials.$^{29}$ In this paper we use the reactive force field ReaxFF that has been parameterized to describe Cu, SiO$_2$ and its interactions$^{30,31}$ to model the ECMs of interest. A detailed description of the potential including extensive validation tests and sensitivity analysis
are included in the Supporting Information of Ref. [10] and will not be repeated here. The following subsection describes how EChemDID enhances reactive MD simulations enabling the description of an external electrochemical potentials to reactive metallic electrodes.

2.2 EChemDID simulations

Over the last 10 years Strachan and collaborators developed a family of simulation techniques denoted dynamics with implicit degrees of freedom (DID)\(^{32}\) that was recently extended to describe electrochemistry. DID couples particle dynamics with the evolution of degrees of freedom that are not captured explicitly in the particle description. For example, an important application of DID is the capability of describing the thermal role of electrons in MD simulations of metals via an implementation of the two-temperature model.\(^{33}\)

DID describes time evolution of the local electronic temperature in the vicinity of atom \(i\) (\(T_i^{\text{ele}}\)) using the atoms as a grid and coupling to the atomistic dynamics via the position update equation:\(^{33}\)

\[
\begin{align*}
\dot{R}_i &= V_i + \gamma_i F_i \\
\dot{V}_i &= \frac{F_i}{M_i} \\
\dot{T}_i^{\text{ele}} &= C_i \dot{T}_i^{\text{ele}} = \gamma |F_i|^2 + \kappa^{\text{ele}} \nabla^2 T_i^{\text{ele}}
\end{align*}
\]

where the subscripts denote atoms, \(R, V, F\) and \(M\) are atomic position, velocity, force and mass, and \(\kappa^{\text{ele}}\) is the thermal conductivity of the valence electrons. The dynamical parameter \(\gamma_i\) governs the strength and directionality of the energy transfer between the electronic and atomic subsystems at location \(i\). It is defined as: \(\gamma_i \propto \mu (T_i^{\text{ion}} - T_i^{\text{ele}})\) where \(T_i^{\text{ion}}\) is the local
atomic temperature in the vicinity of atom $i$ and $\mu$ is the strength of the electron-phonon coupling. The Laplacian in equation (1c) is solved numerically via:\[2,33\]

$$\nabla^2 T_{i}^{\text{ele}} = \sum_{j \neq i} \frac{T_{i}^{\text{ele}} - T_{j}^{\text{ele}}}{R_{ij}^2} \omega(R_{ij}) \quad (2)$$

where $\omega$ is a localized weighting function that defines the extent of the local neighborhood of the calculation; see Ref. [32] and its supplementary information document. The range of this local weighting function is a few atomic distances and its details do not affect the results in an appreciable manner; this is due to the fact that in the applications of interest the local electronic temperature and its Laplacian do not vary significantly within atomic distances. The DID formulation has several desirable properties, total energy (ions plus electrons) is conserved, the equations are Galilean invariant and we demonstrated the strong foundations of the approach in statistical mechanics.\[33\] The method was recently extended to accurately describe metal/semiconductor and metal/insulator interfaces by enabling direct electron-phonon coupling across the interface.\[34\]

We recently combined the DID method with a modified version of charge equilibration to enable the application of external voltages in reactive MD simulations. This new method, called EChemDID, enabled the first atomistic simulation of an electrochemical metallization cell.\[10\] In the QEq formalism, partial atomic charges are computed on the fly during molecular dynamics simulations from a self-consistent minimization of the total electrostatic energy, written as:\[21,22\]

$$E(\{R_i\};\{Q_i\}) = \sum_i^N \left( x_i Q_i + \frac{1}{2} H_i Q_i^2 \right) + \sum_{i<j}^N Q_i Q_j J(R_{ij}) \quad (3)$$
where $J(R)$ is the distance dependence of the electrostatic interaction (often shielded Coulomb). QEq requires atomic electronegativity $\chi_i$ and hardness $H_i$ parameters as input and is often parameterized against partial charges obtained from *ab initio*. The application of an external electrochemical potential difference $\Delta \phi$ between atoms in two electrodes causes an energy difference in an electron of $e\Delta \phi$; this can be accomplished within QEq by changing the electronegativity in one electrode to $\chi_i \rightarrow \chi_i + \Delta \phi / 2$ and to $\chi_i \rightarrow \chi_i - \Delta \phi / 2$ in the other. To simulate the effect of an external electrochemical potential EChemDID assigns an additional dynamical variable to each metallic atom to represent the local external electrochemical potential $\phi_i$. This value is added to the atomic electronegativity used for charge equilibration, thus affecting the charge distribution and enabling electrochemical processes.

The challenge is to dynamically equilibrate the electrochemical potential in connected metallic regions during a reactive simulation, including atoms dissolving into the dielectric or depositing from it. EChemDID describes this equilibration process using a diffusion equation for $\phi_i$:

$$\dot{\phi}_i = k^\phi \nabla^2 \phi_i,$$  \hspace{1cm} (4)

where $k^\phi$ is an effective diffusivity for the electrochemical potential. This fictitious dynamics (instead of solving Maxwell’s equations) is chosen for computational convenience. The electrochemical potential propagates at the speed of light and, consequently, its equilibration occurs much faster than any atomistic processes. For our purposes the details of this ultra-fast equilibration are irrelevant and sufficiently fast diffusive equilibration meets our needs. We numerically solve equation (4) on-the-fly during the MD simulation using atoms as a grid and a local weighting function as in the DID method described above, Eq. (3).
Figure 1 exemplifies EChemDID in the two devices of interest in this paper: i) a configuration with a fin-shaped active electrode and ii) a core/shell nanowire. The snapshots show the metallic atoms in the systems (the dielectric is not shown for clarity) and atoms are colored by electrochemical potential in the top panels and partial atomic charge in the bottom ones. In these simulations an electrochemical potential difference of 8V is applied to a group of atoms in the active (electropositive, blue) and inactive (negative, red) electrodes far away from the electro-active interfaces. As seen in the top panels, EChemDID equilibrates the applied electrochemical throughout the metallic structures and affects the atomic charges, bottom panels. We see that charges appropriately localize at the free surface of the metallic structures.

Figure 1. Atomic structure of the ECM devices studied and the equilibrated local electrochemical potential under an applied voltage of 8 V (top) as well as the corresponding partial atomic charges (bottom)

An important by-product of EChemDID is its ability to describe resistive electron transport when a metallic filament bridges between two electrodes kept at different potentials. This originates...
from the diffusive nature of Eq. (4) used to equilibrate the electrochemical potential. We note that under diffusive electrical transport the gradient of the electrochemical potential is proportional to the electronic current density; thus, the Laplacian in the RHS of Eq. (4) represents the divergence of the current density around site $i$ (i.e. time derivative of the total charge density around the site). The details of the calculation of an electronic current are explained in Ref.\textsuperscript{11} and will not be repeated here in the interest of brevity. EChemDID has been implemented in the parallel molecular dynamics package LAMMPS from Sandia National Laboratories\textsuperscript{35} and is available for download from our website.\textsuperscript{36}

**EChemDID summary.** In concluding this section, we point out that simulations presented here involve no tunable parameters and are, thus, predictive. The inputs are force field parameters that were obtained from ab initio simulations designed to describe the various interactions but not specifically designed for electrochemistry or ECM simulations. The EChemDID parameters to describe the equilibration of electrochemical potential have a negligible role in the simulations are only chosen so that the equilibration of the voltage occurs fast compared with atomic processes. We also highlight that simulations of this complexity necessarily involve approximations, neglect processes and include uncertainties. These include the use of a force field to describe atomic interactions, limitations intrinsic to the charge equilibration method used, and the neglect of electronic transport when a conducting filament forms. As discussed in Section 5 we believe these approximations do not affect the main results of our simulations.

As with all other simulation techniques EChemDID is not without approximations. In addition to the use of an interatomic potential to describe interactions, EChemDID does not describe electron transport (including trapping defects). Consequently, Joule heating and electron
migration are not modeled at this point. These processes would not play an important role until a bridging filament is formed, enabling electronic current. However, a compliance current is imposed to limit electron flow and control the conductivity of the filament;\textsuperscript{37,38} thus limiting Joule heating. A characteristic time for thermal equilibration can be estimated as the ratio between a characteristic length squared (taking into account the oxide thickness we can take this as \(\sim 4 \text{ nm}^2\)) and the thermal diffusivity (a typical value for oxides is \(10^{-6} \text{ m}^2/\text{s}\)). This yields 4 ps, indicating that thermal equilibration occurs in timescales significantly shorter as compared with switching and justify our neglect of Joule heating and the use of a thermostat to maintain constant temperature throughout the simulations. The neglect of Joule heating in the current version of EChemDID implies that RESET is governed by electrochemical dissolution and not aided or driven by Joule heating. This is consistent with experimental observations in bi-polar devices where erase voltages are lower than those required to significant Joule heating\textsuperscript{39} but would not apply to unipolar devices.\textsuperscript{3}

2.3 DFT electronic structure calculations

Ab initio electronic structure calculations of the operation of the ECMs of interest here will be computationally prohibitively expensive for the foreseeable future; yet, only such calculations can provide answers to some of the key open questions in the field such as the nature of electronic transport. To bridge this gap, we performed EChemDID MD simulations on small simulation cells (275 atoms) and extracted a series of atomistic configurations to study their electronic structure using density functional (DFT) calculations.

The geometry optimization and electronic structure calculations were carried out with DFT using the Vienna \textit{ab initio} simulation package (VASP)\textsuperscript{40,41}. Projector-augmented-wave (PAW)
pseudopotentials\textsuperscript{42} were used to describe core electrons, and the electron exchange-correlation potential was computed within the generalized gradient approximation (GGA) as proposed by Perdew-Burke-ErnZerhof (PBE)\textsuperscript{43}. The kinetic energy cutoff was set to 500 eV and only gamma-point calculations were carried out due to the relatively large simulation cells. The conjugate gradient method was used for the structural relaxation with a maximum force tolerance of 0.01 eV/Å and the self-consistent field electronic relaxation proceeds until a tolerance of $1 \times 10^{-5}$ eV is reached.

3. ECM simulations: role of dielectric chemistry and structure on switching

3.1 Systems of interest and simulation details

We study ECM cells with Cu as the active electrode and amorphous SiO\textsubscript{2} electrolytes; this system is attractive due to the wide availability of experimental data and compatibility with CMOS processing. In order to study the effect of device geometry on switching timescales and filament stability, we focus on three classes of devices, see Figure 2: i) a parallel electrodes setup with an active electrode patterned in a conical shape, as described in our previous study,\textsuperscript{10} ii) a nanowire geometry with a shell made of the active electrode and an inactive electrode core separated by the dielectric (center panels of Figure 2), and iii) a structure with a fin shaped active electrode (right panels in Figure 2). We impose periodic boundary conditions in two dimensions for the parallel electrodes and fin devices and 1D periodic boundary conditions in the nanowires. For better statistics, we generated an ensemble of structures of each type of devices differing only in the atomic structure of the amorphous dielectric; these
will be denoted C1-C4 (conical electrode), NW1-NW4 (core-shell nanowires) and F1-F4 (for the fins). In order to isolate the effect of device geometry on switching timescales, the nanowire and fin devices both have dielectric thicknesses of 1 nm; this is also the separation between the tip of the cone and the inactive electrode in the parallel plates device. In this way, the distance ions need to migrate to reach the inactive is nominally identical in all cases. For simplicity, the inactive electrode is modeled using Cu interatomic potential but all atoms are kept at fixed positions throughout the simulation.

The number of atoms in the devices range from 20,594 to 47,847 and the MD simulations of switching involve up to 2.5 ns timescales. Such system sizes and timescales are beyond the capabilities of ab initio simulations today and in the near future, highlighting the importance of empirical approaches like EChemDID and reactive force fields. Even with EChemDID/ReaxFF, the simulations presented here are computationally intensive; for example, a 1.5 nanosecond simulation of the NW1 device takes 670 hours of wall clock time running on 32 cores of Purdue University’s Conte compute cluster.
Figure 2. Geometry of the three types of ECM cells studied: parallel electrodes with patterned active electrode, core/shell nanowires, and fin active electrodes. Top panels show relaxed geometries and bottom show open representations of the structures.

Generating well-relaxed amorphous structures for the dielectric is critical for the reliability and reproducibility of the simulations. We start from an amorphous SiO$_2$ (a-SiO$_2$) system with 30,000 atoms generated following a melt and quench procedure as described in our previous work.$^{45}$ The a-SiO$_2$ is then patterned in the desired shape and inserted between the active and inactive electrodes. Additional Si and O atoms are added to the electrolyte in order to maintain the overall stoichiometry of as SiO$_2$. The dielectric is then re-annealed in the presence of the electrodes; we heat the SiO$_2$ to T=4000 K and maintain this temperature for 50 ps while keeping
the atoms in the electrodes as a rigid body. We follow this high-temperature relaxation by an annealing to $T=300$ K in 370 ps (cooling down at 10 K/ps). The last step in the preparation of the cells for electrochemical switching is thermalization of the entire system (including electrodes) at a temperature of 300 K. The final cells are stress free and the densities of the a-SiO$_2$ dielectric are consistent with previous work and in good agreement with experiment.

All simulations are performed using the parallel MD simulator LAMMPS$^{35}$ with atomic interactions described using ReaxFF as described in Ref.10. All simulations use the following EChemDID parameters. The range of the weighting function that describes the equilibration of the electrochemical potential is set to 4Å and the parameter $k^\phi$ that describes the fictitious electrochemical diffusivity is $4 \, \text{Å}^2/\text{fs}$. 

3.2 Reactive MD simulations of switching

Before operation, i.e. the periodic switching of the device to the low-resistance state (SET) and the high-resistance state (RESET) the devices need to be FORMED, i.e. switched for the first time. This initial switching often requires higher voltages and longer times than the subsequent SET processes. In order to simulate the FORMING of the devices described in Section 3.1 we apply an electrochemical potential of 8 V across the cell, setting the electrochemical potential of +4 V to the active electrode and -4 V to the inactive one. The electrochemical potential is externally set for a metallic group of atoms away from the electrochemically active interfaces and EChemDID equilibrates the potential across the two metallic electrodes, see Figure 1.

The top panels of Figure 3 show the EChemDID current (see Eq. 10 in Ref. 11) between the electrodes as a function of time during the FORM simulations. A non-zero value indicates the
presence of the bridging metallic filament between the active and inactive electrode. The results are consistent with our previous simulations on parallel electrode setups with patterned active electrodes.\textsuperscript{11} These simulations showed switching timescales ranging from approximately 0.5 ns to 5 ns and intermittent switching in many cases caused by metastable single-atomic chain filaments. These switching timescales are consistent with experimental results\textsuperscript{5}; we consider this agreement quite remarkable given that none of the model parameters where tuned to describe neither ECM cells nor electrochemical reactions.

Interestingly, the simulations reported in Figure 3 show that the nanowire devices tend to switch at shorter times than the FIN ones. Devices NW3 and NW2 switch within ~0.5 and ~1.2 ns of the application of the voltage while no FIN device switches before 1.7 ns. Devices NW4 and NW1 exhibit intermittent switching before 1.5 ns (denoted by a weak and fluctuating current). We found that the NWs switching timescales are consistent with the geometries studied in Ref. [10] composed of conical and triangular patterned active electrodes. As the Cu ions dissolve into the dielectric and move towards the inactive electrode core, their density increases and so does the chance of forming nanoscale Cu clusters that are critical for switching. Figure 3 (bottom panels) shows the time evolution of the density of Cu atoms dissolved in the dielectric. The density of Cu ions in the dielectric increases faster in the NW devices. The EChemDID currents and Cu concentration in Figure 3 indicate that reaching a threshold density of Cu dissolved in the dielectric is a necessary condition for stable switching but it is not sufficient. Consistent with Ref. [10], our results indicate that stable switching requires at least 4% Cu per SiO\textsubscript{2} atoms but that this alone does not guarantee stable switching. We attribute the slower switching timescales of the FIN devices to the large fraction of their
The electrode/dielectric interface being atomically flat (perfectly flat interfaces tend to slow the copper dissolution and therefore increase switching time, as will be discussed in Section 4). In addition, the nanowire geometry leads to a convergence of the dissolved ions into smaller areas as they approach the inactive core electrode favoring the formation of Cu clusters and a conductive filament.

*Figure 3. Electrical current computed with EChemDID (top) for nanowire (left) and fin shaped (right) structures as well as the corresponding concentration of Cu dissolved in the solid electrolyte (bottom).*

Following the FORMING simulations, we RESET one device of each geometry (NW2 and F1) by reversing the voltage. The results are shown as dotted lines in Figure 3. When the voltage is reversed, a large amount of current is detected because the electrochemical potential has to be re-equilibrated in both electrodes, hence the peaks at 1.5 ns and 2.5 ns observed for the NW2 and F1 structures, respectively. Device F1 switches OFF in a short period of time (in approximately 10 ps) whereas it takes an order of magnitude longer time to switch OFF the NW device (~100 ps). This last observation correlates with the high concentration of Cu dissolved in
the electrolyte for the NW case, slowing down the RESET process. As with FORMING, we expect
significant device-to-device variability and study involving several structures and multiple
SET/RESET cycles will be required to draw more rigorous conclusions.

3.3 Atomic structure of bridging filaments and dielectric structure
We now focus on the atomistic structure of the nanoscale filaments responsible for the low-
resistance state of the devices and the effect of the metallic ions have on the amorphous
dielectrics. Knowledge of the shape of the bridging filament is important to predict its electrical
characteristics and can provide insight into the process of their formation as well as stability.
Similarly important is to understand the processes that occur in the dielectric as it
accommodates the ions during switching. For example, it has been postulated that nanoscale
voids or cavities created during the FORMING process contribute to subsequent switching
steps\textsuperscript{44}.

Figure 4 shows snapshots of the bridging filaments of the various devices. For clarity only
metallic atoms are shown and they are colored according to their partial charges (blue
represents positive charge and red negative). The snapshots clearly show the positive charge of
the metallic atoms on the surface of the active electrode and ions dissolved into the dielectric.
In addition, inspection of atoms that have come into contact with the inactive electrode reveals
their electrochemical reduction as described by EChemDID. This chemical reduction stabilizes
the atoms in contact with the negative electrode (electro-positive ions in contact with the
active electrode are favored to dissolve into the dielectric while dissolution is unfavorable for
neutral or negatively charged Cu atoms). As we found for planar geometries, stable switching
requires filaments a few atoms thick near the active (positive) electrode but chemical reduction
enables thinner (even single atom) shapes near the inactive electrode. This leads to filaments with approximately conical shapes, thicker near the active electrode. We stress that this shape has its origin in the relative stability of Cu near either electrode and not in the growth process.

Figure 4. Snapshots of the metallic filaments observed in the simulations. The top and bottom snapshots show filaments observed in NWs and FIN geometries, respectively. The colors represent partial atomic charges ranging from -0.2e (red) to +0.2e (blue) and the amorphous silica has been hidden for clarity.

We now turn our attention to the atomistic structure of the dielectric during switching. Specifically, we focus on possible defects generated as Cu ions migrate through the amorphous structure. A perfect amorphous SiO\textsubscript{2} network consists of SiO\textsubscript{4} tetrahedra bridged by shared O atoms and deviations from this coordination indicate point defects. Thus, we characterize the local coordination of each Si and O atom in the dielectrics during switching and identify defects as sites that deviate from the perfect network (i.e. Si with coordination other that four O atoms and O atoms with coordination other than two Si). Figure 5 shows the temporal evolution of the
fraction of defective atoms in the simulations. As in all amorphous structures a level of intrinsic
defects is present from the outset.\textsuperscript{45} The small device to device variability denotes the
reproducibility of the structure generation procedure and that of the simulation results in
general. Quite surprisingly, the density of defects does not increase during the FORMING
process, the amorphous structure is able to accommodate the electrochemically dissolved
metallic ions. This is an important result and it indicates that the process of FORMING does not
generate permanent defects or channels that could subsequently be used for switching during
SET and RESET. In addition, this result indicates that structural changes or defects in the
dielectric are not likely to contribute to the electronic transport. This observation applies to the
nanoscale devices studied here and it is possible that nanoscale pores or channels form in
larger devices.

\begin{figure}[h]
    \centering
    \includegraphics[width=\textwidth]{fig5}
    \caption{Total point defect density (Silicon and Oxygen) in the $\alpha$-$\mathrm{SiO}_2$ electrolyte for various ECM cells (left: NWs and right: FIN geometries) as a function of switching time.}
\end{figure}
4. Multiscale modeling of electronic structure during switching

4.1 Systems of interest and simulation details

In order to characterize the electronic structure of the electrochemical metallization cells during switching we performed DFT calculations of atomic configurations obtained during the switching of a small device as described in Section 2.3. The device, see snapshots in Figure 6 consists of parallel, flat electrodes and a 1.3 nm thick dielectric. The cross-sectional area of the simulation cell is 1.05 x 1.05 nm. The generation of the atomistic structure of the smaller devices only differs from the one laid down in Section 3.1 in the selection of electrodes termination and switching voltage. Due to the limited number of atoms, we use atomistically flat terminations for the electrochemically active and inactive electrodes which makes the initial dissolution of ions into the dielectric more difficult. As in Section 3, the switching process is driven by a potential difference of 8 V across the device.

The total MD simulation time of the small device is 8.25 ns, and copper ions dissolution is initially observed to take place around 3.5 ns. The insets in Figure 6 show the atomic snapshots of the metal-insulator-metal device at different stages of the switching process and these select structures are used for the DFT calculations. The MD generated structures are fully relaxed with DFT-GGA using the settings and tolerances discussed in Section 2.3. The electronic density of states (Kohn-Sham eigenvalues) of the relaxed structure is calculated and projected on the atomic sites of the dielectric region to study how the addition of Cu ions changes its electronic structure.
4.2 Electronic structure evolution during switching

Figure 6 shows the electronic density of states of the dielectric region (amorphous silicon dioxide and dissolved Cu ions) at several stages of the switching process. We observe a relatively small availability of states in the vicinity of the Fermi level (located at zero in all cases) during the first 3.5 ns of the simulation when no copper ions have been dissolved. In these plots, the valence band edge is right below zero and the conduction band starts at near 4eV. As expected, intrinsic defects lead to electronic states within the band gap and we attribute the slight variation in the density of states before any copper is embedded in the electrolyte to variations in the amorphous structure. A detailed analysis of the electronic structure of the initial amorphous SiO$_2$ including the effect of defects and surface states is beyond the scope of this paper where we focus on the effects on the dissolution of Cu. The dissolution of the first ion takes place at approximately 3.7 ns and this is followed by the rapid dissolution of several nearby ions and the formation of an ultra-thin filament, see snapshots at 3.75 and 4.0 ns. The presence of these metallic ions leads to a sharp increase in the density of states of the dielectric region around the Fermi energy. Further analysis of the density of states via a projection on Si and O atoms (shown as green lines in the bottom panels or Fig. 6) indicates that their contribution to the states around the Fermi energy is minimal. Thus, the electronic states responsible for electronic transport are contributed by the metallic ions and not by defects induced in the dielectric. This is in agreement with other DFT calculations on crystalline silicon dioxide with copper inclusions where copper derived states show a dominant contribution to the top of the valence band and bottom of the conduction band. Pandey et al. reports an increase in the number of localized states in the mid-gap with increasing concentration of
copper and complete metallization for concentrations greater than \( 3.3 \times 10^{22} \text{cm}^{-3} \). Our simulations at 4 ns have a Cu concentration of \( 2.0 \times 10^{22} \text{ cm}^{-3} \). It is also worth noting that the geometric shape of the copper clusters in the amorphous silicon dioxide is consistent with previous MD/DFT studies\(^{48}\) where it is suggested that the most stable clusters adopt an equiaxed geometry, as observed for the copper tetramer shown in the inset of Figure 6 at \( t=4.0 \) ns.

![Projected density of states for small electrochemical metallization cell devices](image)

*Figure 6. Projected density of states for small electrochemical metallization cell devices and snapshots of the atomic structure throughout the switching process. The density of states has been projected on the atoms of the solid electrolyte region*
Figure 7 provides a measure of the change in electronic conductance of device during switching, we show the density of states integrated in a Fermi window of +/- 0.2 eV as function of simulation time. As described above, there is a sudden increase in the number of states around the Fermi level when copper ions are embedded in the silicon dioxide. The DFT calculation (blue circles) is compared with EChemDID electronic current obtained from Eq. 4. Both methods show very similar trends lending credence to the EChemDID current calculation as an accurate estimator. We note that these simulation cells are smaller than those described in Section 3, which would result in quantum confinement and other size effects that affect the predictions.

Figure 7. Integrated density of states in a Fermi window of +/- 0.2 eV. The variation of the number of states in the early stages of the simulation is associated to the continuously changing atomic structure of the amorphous silicon dioxide. The sudden increase in states available for conduction is attributed to the inclusion of copper ions in the solid electrolyte.
5. Conclusions and outlook

In summary this paper describes EChemDID, a model to perform large-scale reactive atomistic simulations of electrochemical processes, and its application to simulate resistive switching in nanoscale ECMs. MD simulations provide unparalleled resolution for devices at their scalability limit (nanometer dimensions) and at ultra-fast switching conditions of interest in many applications. The simulations, with no adjustable parameters, predict switching in nanosecond timescales and significant device to device variability, this is consistent with experimental observations. The simulations indicate that nanowire devices consisting of active electrode shells and where ions move in a convergent geometry towards the inactive electrode core switch at shorter timescale than those involving parallel electrodes. Given the significant device to device variability a larger number of simulations would be required to assess the distribution of performance (e.g. switching timescales, filaments stability) of the various devices. The simulations confirm that a threshold density of dissolved ions is necessary for switching (in the case of Cu/SiO$_2$ systems this value is 4% Cu per silica formula unit); but this condition is not sufficient. The formation of a stable filament required the formation is small Cu clusters that help the stability especially near the active electrode. Electrochemical reduction stabilizes thin filaments near the inactive electrode leading to filaments thinner near the negative electrode.

A detailed characterization of the atomic structure of the dielectric during switching shows no indication of the disruption of the amorphous network during the dissolution of the ions and the formation of a nanoscale conductive bridge. The amorphous network accommodates the ions with little distortions and this is confirmed by electronic structure calculations using
density functional theory that shows that during switching the electronic states near the Fermi energy responsible to conductance are predominantly associated with the Cu ions.

We stress that no model parameter was adjusted to describe ECMs or even electrochemistry; in that sense the models described in this paper are predictive. Of course, the simulations make several approximations that need to be taken into account when interpreting the results. The ReaxFF force field (as any other method to compute energies and interatomic forces, including most ab initio ones) provides an approximate description of the interactions. For example, the potential we use slightly underestimates the dissolution energy of Cu into SiO$_2$; the uncertainties introduced in the simulations due this effect have been discussed in detail in Ref. [10]. The atomic-based charge equilibration method used here has limitations that have been documented in recent papers$^{49,50}$. Importantly for our specific application is that we neglect integer charge transfer processes (a dissolved ion or defect in the dielectric trapping a hole or electron); we consider the Cu ions to carry an *average* charge as they migrate through the dielectric. Müser and collaborators recently proposed an approach to capture such processes$^{51}$ and used to simulate a model battery.$^{52}$ Combining this approach with EChemDID would be worthwhile and its parameterization could be performed from first principles calculations.$^{46}$

Our simulations also neglect electric transport when a filament forms. Performing a detailed calculation of the possible Joule heating and electromigration on the nanoscale filaments predicted by EChemDID, accounting for possible ballistic effects on electron transport, would provide significant insight into their role in switching. This is particularly important to understand the dissolution of the filament during the RESET process and the current is externally limited during filament formation.
Finally we point out that EChemDID is quite generally applicable and could be used in conjunction with reactive force fields to simulate a wide range of devices including pseudo capacitors and batteries in addition to ECMs.
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