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Abstract 
Means to measure the temporal evolution following a photo-excitation in conjugated 
polymers are a key for the understanding and optimization of their function in 
applications such as organic solar cells. In this paper we study the electronic structure 
dynamics by direct pump-probe measurements of the excited electrons in such 
materials. Specifically, we carried out a time-resolved photoelectron spectroscopy 
(TRPES) study of the polymer PCPDTBT by combining an extreme ultraviolet 
(XUV) high harmonic generation source with a time-of-flight spectrometer. After 
excitation to either the 1st excited state or to a higher excited state, we follow how the 
electronic structure develops and relaxes on the electron binding energy scale. 
Specifically, we follow a less than 50 fs relaxation of the higher exited state and a 10 
times slower relaxation of the 1st excited. We corroborate the results using DFT 
calculations. Our study demonstrates the power of TRPES for studying photo-excited 
electron energetics and dynamics of solar cell materials. 
 
Introduction 
Knowledge-based development of organic photovoltaics critically depends on gaining 
understanding of the mechanism of the electronic structure dynamics, the charge 
separation processes within the active layer and on determining energetic losses 
within the solar cell. This includes the absorption process, the fate of the primary 
photo-excitations such as vibrational relaxation and internal conversion as well as the 
charge separation. The main steps in these processes are now generally accepted to be 
as follows:1 After light absorption and subsequent relaxation  excitons are formed in a 
p-type organic semiconductor and diffuse to an interface with the electron acceptor 
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(typically derivative of C60). Here they can be split into separate charges in order for 
the solar cell to generate current. Charge separation at the donor/acceptor interface 
often involves the formation of bound charge transfer states and a significant 
energetic loss.2 As typical exciton diffusion lengths are often in the order of only tens 
of nanometers, a bulk heterojunction architecture is usually employed: the donor and 
acceptor are mixed in the active layer of the solar cell and a large interface area 
between the two materials is achieved.3,4 Femtosecond transient absorption 
spectroscopy has often been the tool of choice for determining the details of the 
dynamics involved in the charge generation mechanism.5,6 However, the 
interpretation of the data can be significantly complicated by the overlap of spectral 
signals such as those arising from excitons, charge-transfer states or free polarons and 
the energies of the excited and transient states are not directly measured.  
 

 
Figure 1 Schematic diagram of the concepts behind time-resolved photoelectron 
spectroscopy. 1. Photoelectron spectroscopy: The XUV pulse is used to emit 
electrons from a material and the kinetic energies of the electrons are measured. 2. 
Time resolved photoelectron spectroscopy: a. The pump pulse is used to excite 
electrons from filled to empty states. b. The XUV probe is used to emit electrons 
from the ground state and from the excited state. The kinetic energy of the emitted 
electrons is measured. Changing the delay between the pump and XUV probe 
pulse results in a time-resolved photoelectron spectra. 

 
Extreme ultraviolet (XUV) based time-resolved photoelectron spectroscopy (TRPES) 
can be used to directly measure the excited electronic structure of materials together 
with its evolution over time. In this technique, just like in many other time-resolved 
spectroscopies, a laser pump pulse is used to bring a material into an excited state and 
a second light pulse is used to probe the excited state (Fig. 1). However, instead of 
probing the excited state by measuring the absorption of the probe pulse as in 
transient absorption spectroscopy, a XUV probe pulse with photon energy sufficient 
to emit photoelectrons from the material over a broad range (from core levels up to 
valence levels) is used. By measuring the kinetic energies of the emitted electrons, the 
initially occupied states and the electronic states populated by the photoexcitation 
process can be probed simultaneously and in an identical way. The technique is 
selective to electronic states close to the sample surface due to the short mean free 
path of electrons in solids. 
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Femtosecond time resolution in TRPES measurements can be achieved through the 
use of high power femtosecond lasers, which can be used to generate the pump and 
probe pulses.7–12 So far such measurements have been mainly carried out with both 
the pump and probe energies in the near infrared to UV regimes (up to ~6 eV). In this 
case, only electrons, which have interacted with photons from both pulses, will be 
emitted from the sample and the technique is then often referred to as (time resolved) 
two-photon photoemission spectroscopy (2PPE).10–12  
 
In contrast, the use of XUV probe pulses, which can be obtained in a high harmonic 
generation (HHG) process,13 allows for the simultaneous measurement of both the 
occupied (including core levels potentially allowing for element specific studies) and 
the initially unoccupied photoexcited states on a common energy scale (Fig. 1). With 
this technique one can follow in detail how the photoexcited state evolves with time 
after the photoexcitation. One can for instance directly see if the excited state 
depopulates via transitions to intermediate states. 
 
However, the application of TRPES to the study of the dynamics and energetics of 
organic solar cell materials is highly challenging. One has to detect very small 
changes in the electronic structure while using low intensities for both the pump and 
the probe. The pump should only bring a small fraction of the valence electrons into 
the excited states for the measurement to be relevant for solar cells. The low probe 
intensity is needed to minimize radiation damage of the organic materials. 
Furthermore, one may need to reduce the probe intensity in order to avoid 
broadenings of the spectra due to space-charge effects (Coulomb repulsion between 
all the emitted electrons). This problem is particularly visible for very short probe 
pulses, as these leads to high peak intensities. Finally, it is also important to reduce 
the measurement times for the individual spectra as much as possible in order to be 
able to measure spectra at many different pump-probe delays within a reasonable 
time. All these demands call for a highly efficient spectrometer set-up.  
 
In this work, we show that these challenges can be overcome by combining an HHG 
source14,15 with an angle resolved time-of-flight (ARTOF) spectrometer for TRPES 
measurements. The ARTOF spectrometer16 has a very high electron collection 
efficiency as it analyzes a wide cone of emitted electrons simultaneously. It is based 
on an advanced electron lens system. A position sensitive detector records the flight 
time and the hit position on the detector for each electron emitted within the 
acceptance cone of the spectrometer. This information can be uniquely transformed to 
the angle of emission and the kinetic energy of the photoelectron. Since each flight 
path within the lens system is treated separately this implies that a very high energy 
resolution can be obtained for this time-of-flight set-up compared to other types of 
time-of-flight spectrometers. In comparison to state-of-the-art hemispherical electron 
spectrometers the ARTOF spectrometer allows for an increase in obtainable 
information rate by two to three orders of magnitude. Such an instrument is therefore 
ideally suited for spectroscopic studies of radiation sensitive samples since a much 
lower XUV fluence can be used. The high sensitivity makes it also possible to 
monitor low fractions of excited electrons.  
 
In the following, we demonstrate that the combination of an HHG source and an 
ARTOF spectrometer can be used to measure TRPES of organic solar cell materials 
by showing the example of the polymer PCPDTBT (poly[2,6-(4,4-bis-(2-ethylhexyl)-
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4H-cyclopenta [2,1-b;3,4-b′]dithiophene)-alt-4,7(2,1,3-benzothiadiazole)]). 
PCPDTBT (Fig. 2a) is a low band gap polymer which has given high efficiencies in 
bulk-hetero junction solar cells17,18 and has been the focus of many mechanistic 
studies.19–24 With support from density functional theory (DFT) calculations, the 
TRPES method gives insights into the energetics of electrons in the polymer’s excited 
states and on the dynamics of relaxation processes. 
 
Experimental methods 
PCPDTBT (1-Material) was deposited on an ITO substrate by spin-coating at 1000 
rpm from a 5 mg/ml chlorobenzene solution for all measurements. The absorption of 
the sample was measured using an HR-2000 Ocean Optics fiber optics 
spectrophotometer. 
 
Time-resolved photoelectron spectroscopy was performed at the surface science 
beamline of the HELIOS light source at Uppsala University.14,15 The sample was 
excited by weakly focused 400 nm / 800 nm  (1.0 mm / 0.7 mm FWHM) pulses with 
an intensity of 700 / 270 nJ (89 / 70 µJ cm-2). The pulse length of the 800 nm pulses 
was measured with an optical autocorrelator (APE pulseCheck) to be 35 fs FWHM 
whereas the pulse length of the 400 nm radiation was extracted from the experimental 
data and found to be approximately 110 fs.  
 
The XUV probe pulses were generated by focusing 0.2 mJ of the 800 nm Ti:sapphire 
driving laser into a 16 mm long gas cell that was mounted inside a vacuum chamber. 
The cell was flooded with argon gas with a pressure of 83 mbar. In the interaction of 
the driving laser with the argon gas a wide band of harmonics is generated and co-
propagates with the residual laser beam into an XUV monochromator. The residual 
800 nm laser is reflected out of the XUV beam path by a 200 nm thick aluminum foil 
mounted in the entrance of the monochromator. The monochromator was set to 
transmit the 25th harmonic (~39 eV) and a bandwidth of 150 meV was selected. The 
XUV pulse length at this monochromator setting was determined to be typically about 
38 fs FWHM. The XUV radiation is subsequently focused down to 0.15 mm diameter 
onto the sample where it is spatially overlapped with the pump beam.  
The arrival time at the sample of the pump pulse relative to the probe pulse can be 
varied by a motorized delay stage (Aerotech L-ANT130-160-L). To determine the 
time zero and the full width at half maximum (FWHM) of the cross correlation of the 
probe and the 800 nm pump at the sample, side bands were measured on helium gas.14 
For the 400 nm pump, we were not able to measure side bands due to the lowered 
intensity of the pump beam at this wavelength. Instead, we determined time zero and 
FWHM from the measurements on PCPDTBT. The kinetic energy of the ejected 
electrons in the sideband measurements as well as the measurements on PCPDTBT 
were analyzed by a Scienta ARTOF 10k prototype electron spectrometer.16 The 
angular resolution of this spectrometer was not of importance for these measurements 
and was not considered in the data analysis. 
 
As the ARTOF is only capable of analyzing one electron per laser shot, the count rate 
in the ARTOF was kept below the repetition rate of the laser by adjusting the XUV 
fluence at the sample through reducing the size of the exit slit of the monochromator. 
The laser was operated at a repetition rate of 10 kHz. Spectra of PCPDTBT were 
acquired at 16 delay stage positions for one minute (600,000 laser shots) each. The 
delay stage was then moved back to the original position and the process was 

Page 4 of 15Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 5 

repeated. During the first 30 minutes of measurement a minor shift in the spectrum 
was observed, which did not affect the observation of signal from the excited state(s). 
Following this, the signal observed for both ground and excited state electrons was 
stable for several hours before the signal began to decrease. We used the time region 
where the spectra were not changing to obtain the spectra and time traces shown in 
this paper by averaging 11 one minute spectra at each delay stage position. 
Measurements with 800 and 400 nm were carried out on fresh spots of the sample 
explaining a small variation between the shapes of the HOMO peaks. In order to have 
an internal reference system in binding energy, 0 eV binding energy was fixed to the 
HOMO onset in the PCPDTBT spectra where the XUV pulse arrived at the sample 
before the pump pulse as shown in Fig. 2b. Comparing to reference 25, the Fermi 
level is estimated to be at about -0.3 eV. 
The least square fitting of kinetic traces was carried out in IGOR Pro (Wavemetrics) 
using the built-in curve fitting capabilities.  
 
Density functional theory (DFT) calculations were performed using the Gaussian 09 
quantum chemical package.26 The geometries were optimized on the B3LYP/6-
311G(d,p) and  B3LYP/6-311+G(d,p) level, as these have been shown to give good 
agreements of optical band gaps with experimental data.27,28 Time-dependent DFT 
was utilized to calculate the vertical transition probabilities to obtain the theoretical 
UV-visible spectra and optically active states. 
 
Results and Discussions 
Figure 2b shows a regular valence spectrum of the PCPDTBT polymer film measured 
using the TRPES set-up with the 25th harmonic (~39 eV) generated in argon gas. The 
pump pulse was blocked for this measurement. The spectrum shows a broad peak, 
which contains contributions from several levels according to DFT calculations on 
oligomers (monomers to pentamers) of the CPDTBT unit (Table S1). The spectrum 
also shows a tail-like distribution of states at low binding energies, which can be 
attributed to defects and disorder in the polymer structure.29,30 In order to facilitate the 
discussion of the time-resolved data, we refer all binding energies in our spectra to the 
onset of occupied states as shown in Fig. 2b. We also characterized this film by core 
level photoelectron spectroscopy (see Supporting Information). Our core and valence 
level results match well with previously reported spectra for PCPDTBT25 and 
demonstrate that we have high quality films of the polymer.  
 
The UV-visible absorption spectrum of the polymer film is shown in Fig. 2c. The 
spectrum shows a broad absorption between approximately 550 and 850 nm with a 
maximum at 780 nm. A second higher energy absorption feature is observed with a 
peak at approximately 430 nm. The peak at 780 nm has previously been assigned to 
the transition from the highest occupied molecular orbital (HOMO) to the lowest 
unoccupied molecular orbital (LUMO) and shows a vibronic replica at 700 nm.19,31 
We compared our absorption spectrum to theoretical absorption spectra of the 
CPDTBT oligomers without alkyl groups calculated with TD-DFT at a B3LYP/6-
311G(d,p) level and found that the experimental absorption properties of the polymer 
film are matched best by the optical behavior of the calculated trimer (Fig. 2c and 
Tables S2-S4). The excitation wavelengths used in TRPES are indicated in Fig. 2c as 
solid colored bars, namely the fundamental of a Ti:sapphire laser at 800 nm and the 
frequency doubled radiation at 400 nm.  
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Figure 2 Steady-state properties of PCPDTBT. a) Molecular Structure of 
PCPDTBT, b) Valence photoelectron spectrum of PCPDTBT on ITO measured 
with the HHG source and the ARTOF spectrometer. The inset shows the onset of 
occupied states set to 0 eV binding energy. c) Top: Absorption spectrum of 
PCPDTBT film on ITO with the TRPES pump wavelengths of 400 and 800 nm 
indicated, Bottom: Absorption spectrum of CPDTBT trimer calculated with TD-
DFT with the oscillator strengths of the individual transitions shown on the left 
axis and the extinction coefficient ε on the right axis. 

 
Figure 3 shows the pump-probe photoelectron spectra of PCPDTBT using both the 
XUV probe pulse and either the 800 nm or the 400 nm pump pulse. The relative 
arrival times of the pump and probe at the sample were varied by means of a delay 
stage. Figure 3a,b shows photoelectron spectra where the XUV probe arrived at the 
sample 150 fs before the pump pulse (-150 fs) and 30 fs after it (+30 fs) for pump 
wavelengths of 800 and 400 nm. When the probe arrives at the sample after the pump, 
small photoemission structures are detected in addition to those arising from the 
ground state for both excitation wavelengths. Following the representation in Fig. 1, 
these features stem from photoemission of electrons from initially unoccupied, 
photoexcited states of PCPDTBT and will be referred to as excited electrons in this 
paper. In general, their binding energies are negative with our definition of the 
binding energy scale. When pumping with 800 nm, the signal of excited electrons 
gives rise to a peak at approximately -0.5 eV. With a pump wavelength of 400 nm, a 
clear peak is absent but electrons are observed further away from the valence band 
onset (at lower binding energies) than for 800 nm excitation (to about -2 eV). The 
intensity of the excited electron structure is more than 100 times smaller than the 
valence structure intensity of the ground state for both excitation wavelengths 
strongly suggesting that only a small fraction of valence electrons has been excited. 
This clearly demonstrates that our set-up with a high transmission ARTOF 
spectrometer allows for the detection of a low concentration of excited electrons. We 
note that we do not observe a significant decrease in the magnitude of the HOMO 
peak, as a relative variation of less than 1% in the signal intensity is not detectable 
given the signal-to-noise in the measurement at these energies. In the further analysis 
of the spectra, we therefore solely focus on the region where we observe excited 
electrons. 
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 7 

 
Figure 3c,d shows selected spectra at different delay times overlaid with a spectrum 
measured at a delay time of -1000 fs (corresponding to the signature of the ground 
state) for pump wavelengths of 800 nm (Fig. 3c) and 400 nm (Fig. 3d). In both cases, 
clear signals of excited electrons are observed at time zero and at positive delay times. 
When exciting with 800 nm, excited electrons are observed down to binding energies 
of -1 eV for all positive delay times. The intensity of the excited electrons decreases 
over time and also the distribution shifts to binding energies close to the valence band 
onset at 0 eV. These spectra highlight the strength of the technique in terms of 
following how the electron binding energies in the excited state develop with time in 
relation to the energies in the ground state.  
When exciting with 400 nm, electrons are observed down to binding energies of -2 eV 
at delay times close to time zero, while as the delay time increases they are mostly 
observed at binding energies larger than -1 eV. At delay times of a few hundred 
femtoseconds and longer, the spectra observed with 400 nm excitation become very 
similar to those observed with 800 nm excitation and the same shift to binding 
energies close to the valence band onset at 0 eV is observed. This suggests that the 
electrons populate the same states for both excitation wavelengths at these delay 
times. 
 
None of the spectra display a clear dip in the spectral intensity that can be associated 
with a traditional band gap region. A band gap region would be expected from 
traditional representations of a crystalline semiconductor, where electronic states are 
nearly absent in between the valence and conduction bands. However, PCPDTBT has 
an amorphous structure and as described above, its absorption properties are well 
matched with calculations of a CPDTBT trimer (Fig. 2d). This matching suggests that 
the effective conjugation length in the polymer film is perturbed and the optical 
transitions in the polymer can be modeled by an effective conjugation length of 
approximately a trimer. It therefore seems appropriate to describe the results using a 
molecular picture and we will discuss our results in terms of the molecular orbitals 
and electronic transitions calculated for the trimer (Fig. 4a). The trimer calculations 
show a feature at 813 nm with contributions mainly from a HOMO to LUMO 
transition. The higher energy absorption (418 nm) feature in the trimer is a 
combination of many transitions with the major contribution (93%) from a HOMO to 
LUMO+3 transition (see Tables S3 and S4). The trimer’s LUMO+3 has a higher 
electron localization on the thiophene units than the LUMO (Fig. 4a,b). With these 
theoretical findings in mind and in agreement with other DFT calculations of 
PCPDBT,19,31 we will in the remainder of this paper refer to the excited state formed 
with 800 nm excitation as S1 and to the excited state formed with 400 nm excitation 
as Sn. Moreover, excitation of electrons with 800 nm forming the S1 state can, 
according to the calculations, largely be described as a HOMO to LUMO transition in 
a one electron picture.  
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 8 

 
Figure 3. Time-resolved photoelectron spectra of PCPDTBT. a,b) With the probe 
arriving 150 fs before the pump (black) and 30 fs after the pump (red) measured 
with a pump of 800 nm (1.55 eV, a) and measured with a pump of 400 nm (3.1 eV, 
b). c,d)  Spectra at selected pump probe delay times offset and overlaid with a 
spectrum measured at -1000 fs excited with 800 nm (c) and 400 nm (d). The 
energy regions for the integration of electron counts are indicated in the same 
colors as used in Fig. 5 when displaying the resulting kinetic traces. 

 
 
As described above, the electrons in PCPDTBT exhibit an energy distribution due to 
different molecular orientations and different surroundings of the polymer chains in 
the sample, leading to the observation of a broad peak in the ground state and a 
significant number of tail states (Fig. 2b). Excitation of electrons from the HOMO to 
the LUMO with 800 nm forming the S1 state correspondingly leads to a distribution 
of electron binding energies in the S1 excited state with a maximum at -0.5 eV 
binding energy. A schematic diagram of this molecular one electron picture is shown 
in Fig. 4c: excitations at individual sites require photons with the energy of the 
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bandgap or higher, but a distribution of the ground state binding energies for different 
sites leads to an equally broad energy distribution of the energies of excited electrons. 
For a sufficiently broad distribution in such a system, no bandgap region is observed. 
From the position of the excited electron peak (-0.5 eV) and the photon energy (1.55 
eV) we can conclude that the excitations do not simply originate from the onset of the 
valence electron distribution as would be expected in a standard semiconductor view 
for excitations close to the bandgap energy. This suggests that a molecular, disordered 
picture of the system is more appropriate here and that we can discuss excitations 
with 800 nm in terms of local excitations to the S1 state. At negative delay times and 
at short positive delay times before nuclear relaxation can occur, the polymer will be 
in a nuclear configuration of its ground state throughout the photoemission process. 
For measurements at longer delay times, the nuclei have time to respond to the new 
electronic environment. We therefore assign the shift in the excited electronic 
distribution occurring from 60 fs to 4 ps to the vibrational relaxation of the nuclei to 
the relaxed geometry for the first singlet excited state.  
 
 

 
Figure 4 a) Density of states predicted for the CPDTBT trimer using DFT 
calculations. The relevant transition lines for 400 nm and 800 nm excitation 
calculated using TD-DFT are indicated. b) Difference in electron density in LUMO 
and LUMO+3 calculated from the squared molecular orbital distributions. Red 
indicates more electron density in LUMO, blue more electron density in LUMO+3. 
c) Schematic representation of HOMO and LUMO distributions in a system where 
local states have different energies. The local states are indicated by horizontal 
black lines and the bandgap for each state is indicated by a red arrow. 

 
Excitation with 400 nm should lead to the formation of the Sn excited state and we 
expect to observe excited electrons at binding energies approximately 1.5 eV more 
negative than those in the S1 excited state (Fig 4a). While electrons are observed at 
such energies at delay times of 0 fs and 60 fs, electrons are also observed at binding 
energies assigned to the S1 excited state. We used a simplified approach to estimate 
the time evolution of the intensities at different electron binding energies to compare 
the kinetics of the S1 and Sn excited states over all delay times. We integrated the 
signal in each of three different binding energy regions (indicated in Fig. 3c and 3d) 
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to follow the overall kinetics of excited electrons as well as the kinetics of the 
electrons in the specific excited states. We chose a region from 0.2 to -2.3 eV to give 
a measure of the total number of excited electrons. For an estimate of the number of 
excited electrons associated with the S1 and Sn excited states, we chose regions of 1 
eV width at respective ends of the total energy distribution: The S1 region from 0.2 to 
–0.8 eV and the Sn region from -1.3 to -2.3 eV. Using these regions ensures that most 
of the distributions representing S1, observed for excitations with 800 nm, are 
represented in the first region. This approach is an approximation and may be 
influenced by some redistribution of intensities at binding energies associated with the 
S1 an Sn states. We found that small changes in the chosen regions influenced the 
absolute counts in each region but not the trends, which are described below.  
 
The resulting kinetic traces are shown in Fig. 5 (error analysis in Fig. S4 and S5). For 
800 nm excitation, it can clearly be seen that electrons are only excited to the S1 state 
and that, as expected, the Sn states are not populated (Fig. 5a). For excitation with 400 
nm, still most signal falls within the energy range of the S1 state (0.2 to -0.8 eV, Fig. 
5b). However, a small, short-lived signal of Sn electrons (-1.3 to -2.3 eV) is observed 
(Fig. 5b). This signal has decayed to within the noise level at less than 200 fs delay 
time (Figure S5).  

 
Figure 5 Kinetic traces following excitation at 800 nm (a) and 400 nm (b) obtained 
by summation of the counts in different regions of the single delay spectra (as 
shown in Figure 3). Traces in the top panels were baseline corrected by subtracting 
the minimum count value. The traces in bottom panels were scaled to values 
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between 0 and 1 and solid lines represent convoluted exponential fits to the data 
between -200 and 500 fs. 

 
To quantify the time resolution of our set-up and compare the S1 and Sn decay 
kinetics, we fitted the initial decay of the signal (up to 500 fs) with a single 
exponential convoluted with a Gaussian (see Supporting Information for details of the 
fitting procedure32 and Fig. 5 and Table 1 for the resulting parameters). The values for 
time zero and the full width half maximum determined from sideband measurements 
were used in the fit of the 800 nm data, which reproduced the data well. For 400 nm, 
time zero and FWHM were determined by fitting the signal of all excited electrons 
(0.2 to -2.3 eV) and then fixed at the determined values for the fits of the other energy 
regions. A FWHM of 120 fs was obtained this way, which is longer than the FWHM 
at 800 nm due to a temporal broadening of the 400 nm pulse. At 800 nm, all excited 
electrons (0.2 to -2.3 eV) and the S1 electrons (0.2 to -0.8 eV) show a very similar 
initial decay constant confirming that excitation to higher excited states is negligible 
at this low excitation energy. At 400 nm, different time constants are observed for the 
three regions (see Table 1). The signal from Sn electrons (-1.3 to -2.3 eV) decays 
quickly with a time constant shorter than 50 fs.  Electrons remain in the S1 state (0.2 
to -0.8 eV) much longer as they have an initial decay time longer than 1 ps. The 
kinetics for all excited electrons should be the sum of the individual exponentials for 
the two decay pathways. However, given the limited amount of time points in our fit 
region, we also fitted this data with a single exponential. The fitted time constant for 
this region lies in between the time constants for the two separate regions. 
 
Table 1. Fit constants with standard deviation of convoluted exponential fitting of the 
data in Figure 4b and d.  

λpump / nm Sum region / eV 
Gaussian 
FWHM / fs 

Exponential 
decay time 
τ / fs 

800 0.2 to -2.3 52 (fixed) 550 ± 70 
800 0.2 to -0.8 52 (fixed) 600 ± 60 
400 0.2 to -2.3 120 ± 10 770 ± 60 
400 0.2 to -0.8 120 (fixed) 1100 ± 100 
400 -1.3 to -2.3 120 (fixed) 45 ± 10 

 
The initial S1 lifetimes observed here (600 fs for 800 nm and 1100 fs for 400 nm) 
appear short compared to exciton lifetimes of around 100 ps measured by transient 
absorption spectroscopy.19,33 A clear difference between the two types of 
measurement consists in the depth of the sample being probed. While transient 
absorption spectroscopy probes the entire depths of the sample, our TRPES 
measurements only probe the sample surface region and we therefore study the 
behavior of excited states in this region only. Surface and interface kinetics are 
important for the charge transfer in solar cells and our measurements are therefore 
complementary to transient absorption spectroscopy. It has been shown that excited 
state lifetimes in conjugated polymers do not follow single exponential kinetics at 
high concentrations, which are generated during the short pump pulses in 
femtosecond spectroscopy.33–35 In our present investigation, we can estimate the 
concentration of absorbed photons in the top 1 nm at the sample surface to be 0.04 
photons/nm3 (4 x 1019 photons/cm3) for 800 nm and 0.008 photons/nm3 (8 x 1018 
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photons/cm3) for 400 nm excitation (see Supporting Information). The light intensities 
should therefore be sufficiently low to prevent multiple excitations per site of the 
polymer, but are in a concentration regime in which exciton-exciton annihilation can 
occur (above concentrations of 1017 photons/cm3).35 There is therefore an interest to 
further push for lower detection limits thus lower possible pump intensities in future 
studies with TRPES. 
 
Given that the fitted lifetime of electrons in the Sn excited state is shorter than the 
FWHM of the pulse convolution, it is clear that relaxation of the electrons in the Sn 
state occurs within the time window of the measurement. That is, the spectra recorded 
after excitation to the Sn state at a delay time of 0 fs will already have a contribution 
of the states after electronic relaxation in addition to the contribution of the initial 
excited state. The relative intensities of the different states will depend on the relation 
between the time resolution of the measurement and the lifetime of electrons in the Sn 
state. The spectra measured upon excitation with 400 nm exhibit only a minority of 
the excited electrons in the Sn state while the majority of the excited electrons occupy 
the S1 state. From this follows that the fast decay of Sn electrons is predominantly due 
to a fast internal conversion process to the S1 excited state. The larger population of 
the S1 state is the result of having a time window of the measurement (120 fs) that is 
significantly longer than the Sn lifetime (< 50 fs). At longer delay times, electrons are 
only observed in the S1 excited state and this leads to a strong similarity between the 
spectra recorded at 400 nm and 800 nm excitation, as noted above.  
 
According to the DFT calculations, the SnàS1 conversion might correlate with a 
decrease in localization on the thiophene units as the LUMO of the calculated trimer 
has a lower electron density on these units than the LUMO+3 (Figure 4b). Internal 
conversion from higher excited states of PCPDTBT to the S1 excited state has been 
measured by Lanzani et al. using transient absorption spectroscopy and was found to 
have a time constant of approximately 60 fs when using a pump wavelength of 640 
nm19 and 300 fs when using a pump wavelength of 510 nm, respectively.20 Here, we 
found the conversion of Sn electrons formed with a pump wavelength of 400 nm to 
have a time constant of less than 50 fs. In contrast to this, S1 electrons have a 
significantly longer lifetime with an initial decay constant of approximately 1.1 ps 
(Table 1).  
 
Conclusions 
To summarize, we have shown that we can measure binding energies of the ground 
state as well as excited state in the polymer PCPDTBT by combining an HHG light 
source with an angle resolved time-of-flight spectrometer. With this set-up, we were 
able to measure photoelectron spectra following excitation with different pump 
energies as well as the temporal evolution of these spectra with femtosecond time 
resolution.  
 
Specifically we measured the fate of the electronic structure when exciting with either 
400 or 800 nm. A few hundred femtoseconds after excitation the photoelectron 
spectra with pump pulses of 400 nm and 800 nm have the same shape suggesting that 
the systems are in the same excited state at these times. However, directly after 
excitation the structures are clearly different and by following the immediate temporal 
evolution of the excitation with 400 nm, we could measure kinetics at timescales 
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suggesting internal conversion from higher excited states to the first singlet excited 
state. 
 
To our knowledge, this paper presents the first TRPES study with an XUV source on 
a conjugated polymer of relevance for organic solar cells. Combining a short pulse X-
ray or XUV source with an ARTOF spectrometer opens up many possibilities for 
further studies of the excited electronic structure of this type of materials. Such 
studies will enhance the understanding of how they function in solar cells. In the 
future, we plan to use TRPES for the study of complete donor-acceptor interfaces in 
organic solar cells, which will allow us to follow the electronic structure during the 
charge separation process. This will enable the determination of both the magnitude 
and kinetics of energy losses in specific charge transfer processes. 
 
Supporting information 
X-ray photoelectron spectra of PCPDTBT, detailed DFT calculation results, error 
analysis of TRPES data, details of the kinetic fitting procedure, estimation of surface 
excitation densities. 
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