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ABSTRACT

IrO$_2$ is one of the most efficient electrocatalysts for the oxygen evolution reaction (OER), and also has other applications such as in pH sensors. Atomistic modeling of IrO$_2$ is critical for understanding the structure, chemistry, and nanoscale dynamics of IrO$_2$ in these applications. Such modeling has remained elusive due to the lack of an empirical force field (EFF) for IrO$_2$. We introduce a first-principles-based EFF that couples the Morse (MS) potential with a variable charge equilibration method, QEq. The EFF parameters are optimized using a genetic algorithm (GA) on a density functional theory (DFT)-based training set. The resultant Morse plus QEq EFF, “MS-Q” in short, successfully reproduces the lattice constants, elastic constants, binding energies, and internal coordinates of various polymorphs of IrO$_2$ from DFT calculations. More importantly, it accurately captures key metrics for evaluating structural and chemical properties of catalysts such as surface energetics, equilibrium shape, electrostatic charges, oxygen vacancy formation energies, relative stability of low index rutile IrO$_2$ surfaces, and pressure-induced phase transformations. The MS-Q EFF is used to predict the oxygen binding energy ($E_{\text{ad}}$), a well-known descriptor for OER activity, on various sites of a nanocatalyst. We find $E_{\text{ad}}$ to be more favorable at low coordination sites, i.e. edges and corners, compared to planar facets; $E_{\text{ad}}$ is also correlated with charge transfer between the adsorbed O and nanocrystal, highlighting the importance of variable charge electrostatics in modeling catalysis on metal oxide surfaces. Our variable charge force field offers encouraging prospects for carrying out large-scale reactive simulations to evaluate catalytic performance of IrO$_2$ surfaces and nanostructures.
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1. Introduction

Iridium oxide (IrO\textsubscript{2}) has a number of remarkable properties: it has good electrical conductivity, exceptional chemical and thermal stability,\textsuperscript{14} and exciting spintronic\textsuperscript{5-7} properties; it exhibits the highest formal oxidation state of +9 among all materials\textsuperscript{8}; the high chemical stability, conductivity, and near-Nernstian relation to variation in pH, allows IrO\textsubscript{2} to be one of the most efficient pH sensors.\textsuperscript{9-11} Most importantly, IrO\textsubscript{2} nanoparticles are also known to be effective electrocatalysts for the oxygen evolution reaction (OER)\textsuperscript{3,12-15} in electrolysis and photocatalysis\textsuperscript{16}. Generation of hydrogen fuel from sunlight via the photocatalytic water splitting process is one promising route to sustainable energy production.\textsuperscript{17-22}

The size, shape, and atomic structure of IrO\textsubscript{2} nanoparticles\textsuperscript{23-29} and nanorods\textsuperscript{28,30} influence their catalytic, chemical,\textsuperscript{23-29} and field emission properties.\textsuperscript{28,30} IrO\textsubscript{2} nanoparticles of technological relevance generally have a diameter in the 1-5 nm range,\textsuperscript{3,12-14} and consist of different surface atomic structures, facets and defects. The catalytic activity of IrO\textsubscript{2} was reported to depend on the surface orientation, due to differences in the density of coordinatively under saturated metal sites on each facet.\textsuperscript{31} Similar strong correlations between local coordination and catalytic activity of transition metals was previously suggested.\textsuperscript{32} Also, a recent study by Calle-Vallejo et al.\textsuperscript{33} generalized the adsorptive scaling relations to include the local atomic environment of the adsorption site for transition metal catalysts. More importantly, density functional theory (DFT) calculations reported that OER and water splitting activity is related to the binding energy of atomic oxygen on rutile oxide surfaces.\textsuperscript{34} Accordingly, the surface structure and defects play a crucial role in the physical, chemical and thermodynamic properties of IrO\textsubscript{2} in various applications. It is therefore important to accurately predict surface structures, chemistry, and binding energetics to elucidate the atomistic mechanisms in catalytic and other applications.

Atomistic studies of IrO\textsubscript{2} structures are essential for developing an understanding of the physical and chemical properties displayed by different IrO\textsubscript{2} phases and surfaces. Previous DFT studies reported on the
bulk structural, electronic, and surface properties of IrO$_2$. Zhou et al. investigated the relative stabilities of Ir$_m$O$_n$ ($m = 1$ to $5$, $n = 1$ to $2m$) nanoclusters using DFT calculations with the B3LYP hybrid functional and reported on the hydrolysis reaction on nanoclusters. All of the existing atomistic simulations for IrO$_2$ considered either bulk periodic systems or small clusters. Despite the advances in computing resources, DFT calculations on IrO$_2$ nanostructures of practical sizes (>2 nm diameter) are still computationally very expensive. Atomistic simulations using empirical force fields, however, are computationally several orders of magnitude more efficient, as well as scalable to span the 2-100 nm diameter range for which nanosize effects are pertinent. The current complete lack of an available force field for the Ir-O system has, however, made studying structure and dynamics in large-scale Ir-O catalysts difficult or impossible.

In the present study, we develop a first principles based empirical interatomic potential or force field that can accurately predict both bulk and surface properties of IrO$_2$. To capture both the pair and electrostatic interactions, we couple a Morse-type interatomic potential with environment-dependent electrostatic interactions. Electrostatic contributions can be obtained by determining the charge distribution on atoms. Charge distribution on atoms not only contributes to the binding energy, but also influences the atomic interactions between different species, hence affecting the molecular reactivity. Some previous force field models allocate fixed charges on atoms, e.g. Matsui-Akoagi, AMBER, and CHARMM, which renders them incapable of modeling diverse structural environments and chemical reactions. To circumvent this issue, more accurate methods have been recently employed to assign charges dynamically depending on the local environment via equalization of the electronegativity. Some of these methods are: electron equalization method (EEM), charge equilibration method (QEq), chemical potential equalization method (CPE), fluctuation charge model (FQ), and split-charge equilibration method (SQE). These methods have a common theme: by allowing the charges to be variable and environment dependent, these can in principle capture bond formation and bond breakage events within the framework of classical MD. QEq and EEM models have previously enabled accurate prediction of bulk and surface properties of metal oxides when combined with other pairwise interatomic
interactions.\textsuperscript{47-50} For example, a Morse+QEq (MS-Q) force field for titanium oxide, developed by Swamy and Gale, accurately predicted the bulk moduli and binding energies of various titanium oxide polymorphs, when compared to quantum mechanical calculations, but could not predict the relative surface stability in rutile TiO$_2$.\textsuperscript{48, 51} There are several possibilities for this shortcoming: the lack of surface energies in the training set,\textsuperscript{51} the lack of parametrizing of QEq parameters, and/or the lack of adequate global parameter space search. We hypothesize that it is possible to successfully use MS-Q to describe the IrO$_2$ system by addressing these missing elements.

Our approach for developing a MS-Q force-field incorporates several key elements: the inclusion of diverse local environments in an elaborate DFT training set that includes surfaces, the parameterization of QEq parameters, and the use of an evolutionary algorithm to parameterize MS-Q. The use of different local environments including broken bonds in the training set enhances the probability that chemical reactions can be modeled with the resultant force field. The QEq parameters, namely, electronegativity and chemical hardness, may depend on chemical environments and therefore should not be expected to be universal for each element. Evolutionary algorithms, particularly genetic algorithms, are proven to be robust and effective methods for parameter search, which can solve problems involving intractably large and complex search spaces and multiple conflicting objectives.\textsuperscript{52-54}

Our variable charge MS-Q force field for the Ir-O system is parameterized to predict both the structural and surface properties of solid IrO$_2$. The force field is trained on the results of first principles DFT calculations on IrO$_2$ bulk phases and surfaces. We use a genetic algorithm to accurately fit the MS-Q parameters to the DFT results. We perform a rigorous test of the developed force field by comparing the bulk, surface and defect properties, and pressure-induced phase transformations of IrO$_2$ to the corresponding DFT results. Finally, we compute the oxygen atom binding energy, a quantity that has been found to be a useful descriptor for OER activity\textsuperscript{34} on the surface of an IrO$_2$ nanoparticle, in order to evaluate the effectiveness of different sites in the catalytic process.

2. Computational Methodology
2.1 DFT calculations

As a first step towards parametrizing the variable force field, an extensive training set is generated. The structural, mechanical, surface, and thermodynamic properties for various experimental and hypothetical crystal structures of IrO$_2$ are computed using density functional theory (DFT). All DFT calculations are performed using the projector-augmented wave (PAW) method, as implemented in the Vienna Ab-initio Simulation Package (VASP), and with the generalized gradient approximation (GGA) of the exchange correlation described by Perdew, Burke, and Ernzerhof (PBE). Calculations are carried out using PAW–PBE atomic pseudopotentials supplied with the VASP code, and include the Hubbard $U$ correction which is beneficial for describing unfilled d-shells, and spin orbit coupling (SOC) because SOC effects are substantial forIr.

For bulk structures, atomic positions and cell parameters are relaxed. Only atomic positions are relaxed for the surface structures. The calculations are performed with 10×10×10 and 10×10×1 Γ-centered k-point grid for bulk and surface structures, respectively, and a kinetic energy cutoff of 520 eV. These k-point and energy cutoff settings ensure total energy convergence to 1-2 meV/atom.

We determine the Hubbard $U$ parameter used in DFT calculations in order to accurately model the rutile IrO$_2$ phase, in terms of thermodynamics as well as fundamental electronic structure properties. For thermodynamics, we compare the binding energy ($E_b$) for the rutile IrO$_2$, calculated with DFT (Equation 1), to the corresponding experimental value, derived from the formation enthalpy ($\Delta H_f$) of IrO$_2$ and the cohesive energies of metallic Ir and the O$_2$ molecule (Equation 2).

\[
E_{b,\text{DFT}}(\text{Ir}_n\text{O}_m) = E_{\text{DFT}}(\text{Ir}_n\text{O}_m) - nE_{\text{DFT}}(\text{Ir}) - mE_{\text{DFT}}(\text{O}) \quad (1)
\]

\[
E_{b,\text{expt}}(\text{IrO}_2) = \Delta H_f(\text{IrO}_2) - E_{\text{coh}}(\text{Ir}_\text{metal}) - E_{\text{coh}}(\text{O}_2) \quad (2)
\]

In Equation 1, $E_{\text{DFT}}(\text{Ir}_n\text{O}_m)$ is the total energy of a structure that has $n$ Ir and $m$ O atoms ($n=2$ and $m=4$ for the rutile unit cell), and $E_{\text{DFT}}(\text{Ir})$ and $E_{\text{DFT}}(\text{O})$ are DFT total energies of the isolated Ir and O atoms, respectively, approximated by a calculation of the single atom in a large (15 Å × 15 Å × 15 Å) box that is repeated periodically. We choose to focus on binding energies referenced to isolated atoms because (1)
the energy obtained from a force field is defined to be zero at the limit where all atoms are infinitely apart from each other, so $E_b$ directly correspond to the energy obtained from the empirical force field, and (2) the energy of the $O_2$ molecule is known to be problematic in DFT-PBE$^{67,68}$ (and references therein). The experimental values of $\Delta H^f$ range from -2.48 to -2.84 eV/IrO$_2$, which combined with cohesive energies of 6.94 eV/atom for metallic Ir$^{69}$ and 2.60 eV/atom for molecular O$_2$ give experimental binding energies in the range -14.96 to -14.62 eV/IrO$_2$. To reproduce these binding energies, Hubbard $U$ values of 1.4 – 1.8 eV are required. However, $U$ values of 1.3 eV or above result in an electronic insulator rather than metal, in contrary to experimental evidence.$^{70}$ The $U$ value of 1.0 eV is therefore chosen to produce a reasonable binding energy (-15.33 eV/IrO$_2$) as well as maintain realistic electronic structure properties, for rutile IrO$_2$. We note also that the $U$ correction is applied only on Ir in IrO$_2$ but not in metallic Ir, since the cohesive energy of metallic Ir is adequately captured with PBE without a $U$ correction (7.00 eV/atom vs. experimental value of 6.94 eV/atom).

2.2 Training data

The DFT training set includes calculated binding energies ($E_{b,DFT}$, as defined in Equation (1)), lattice parameters, internal coordinates and elastic constants of several IrO$_2$ structures as shown in Figure 1, including the ground state rutile ($P4_2/mmm$) structure (Figure 1a)$^{71}$ and high pressure (>15 GPa) pyrite ($Pa\bar{3}$) phase (Figure 1b).$^{72}$ In addition to these experimental structures, we also consider hypothetical anatase ($I41/amd$) (Figure 1c), columbite ($Pbcn$) (Figure 1d) and brookite ($Pbca$) (Figure 1e) polymorphs of IrO$_2$. Surface energies of (110) and (100) surfaces of rutile IrO$_2$ are also included in the training set. The use of different polymorphs and two surfaces in the training set provides a variety of local environments in order to capture variable charge effects in the fitted force field.
2.3 Morse+QEq (MS-Q) empirical force field

The empirical force field (MS-Q) is a Morse function coupled with a variable charge electrostatic term utilizing the Charge Equilibration method (QEq). The MS-Q force field is used as implemented in General Utility Lattice Program (GULP) a molecular dynamics program for materials simulations, and is given by

\[ V(r_{ij}) = D_e \left[ 1 - \exp(-\alpha (r_{ij} - r_0)) \right] - 1 + \frac{q_i q_j}{r_{ij}} \]  

(3)

The parameter \( D_e \) is the bond dissociation energy, \( \alpha \) is related to the curvature at the potential minimum (force constant), and \( r_0 \) is the equilibrium interatomic distance. The charge on atom \( i \) is given by \( q_i \), and is determined in QEq, using the electronegativity (\( \chi \)), atomic hardness (\( J \)), and covalent radius (\( R \)) values for Ir and O, based on the equalization of the electronegativity. In QEq, the electrostatic self-energy of an ion \( i \) is defined as:
where $E_i(0)$ is the self-energy of an ion $i$. To estimate the charge interactions, the screened Coulomb potential is calculated by describing the atomic density with s-like Slater orbitals, namely

$$\phi_{n\zeta}^{\text{slater}} = N_n r^{n-1} e^{-\frac{\zeta}{r}},$$

where $n$ is the principal quantum number and $N_n$ is a normalization constant. The valence orbital exponent $\zeta$ is defined as $\zeta = (2n+1)/4R$. A set of $\chi$, $J$ and $R$ parameters are supplied by Rappe and Goddard,\textsuperscript{43} but we consider them as variable, and parametrize according to our training data set. The Morse portion of the potential is subject to a cutoff distance of 15.0 Å, which is sufficiently large for including long-range interactions.

### 2.4 Genetic algorithm optimization of force field parameters

An efficient global optimization scheme is necessary to search the 15-dimensional parameter space for an optimal set of parameters, i.e. Morse potential parameters $D_e$, $\alpha$, and $r_0$ for Ir-Ir, Ir-O and O-O pairs and QEq parameters $\chi$, $J$, and $R$ for Ir and O, which best reproduces DFT training data which includes structural, mechanical, and thermodynamic properties. We use the genetic algorithm (GA) approach which has been shown to be effective in global minima search by simultaneously exploring various regions of interest using different members of the population.\textsuperscript{54} The flowchart for the GA parameter optimization process is given in Figure 2. Initially, we randomly assign a number of parameter sets based on the given population size of 100. For each set of parameters, and for each atomic structure in the training set, we evaluate the binding energies of IrO\textsubscript{2} polymorphs at different volumes, the elastic constants and surface energies of the rutile phase, and the lattice parameters and internal coordinates of IrO\textsubscript{2} polymorphs. The calculated observables are compared with the DFT values to determine the weighted sum of squares of errors ($\epsilon$), with weights $w_i$ determined such that both surface and bulk properties are predicted accurately. The weights used are as follows: energies in eV (typical range: -14.5 to -15.5 eV) have $w_i = 1.0$, elastic constants in GPa (typical range: 100 – 600 GPa) have $w_i = 0.01$, lattice constants in angstrom (typical range: 3 – 10 Å) have $w_i = 100.0$, dimensionless fractional internal
coordinates (0 – 1) have \( w_i = 1000.0 \), and surface energies in J/m\(^2\) (typical range: 1 – 2.5 J/m\(^2\)) have \( w_i = 100.0 \). A weighting of \( w_i = 1000.0 \) for the relative polymorph binding energies (in eV) and relative surface energies (in J/m\(^2\)) is also included to accurately predict the relative phase stability of IrO\(_2\) polymorphs and the relative surface stability.

**Figure 2.** Flowchart for the force field fitting process using genetic algorithm.

At each generation, we perform genetic operations on the parameters, namely tournament selection without replacement,\(^{74, 75}\) simulated binary crossover,\(^{76, 77}\) and polynomial type mutation of order 20,\(^{76, 77}\) to generate a new population of parameter sets. At each generation, a local minimization of \( \varepsilon \) with respect to the parameter space is carried out using the Simplex algorithm. The fitting process proceeds until the value of \( \varepsilon \) is converged, i.e. experiences less than 1% change for 20 consecutive generations. Each 15 parameter is searched within a physically reasonable range. The ranges for the parameters were \( D_{\text{e}}^{\text{Ir-Ir}}: 0.001 – 0.01 \text{ eV}, a^{\text{Ir-Ir}}: 1.0 – 2.0 \text{ Å}^{-1}, r_0^{\text{Ir-Ir}}: 3.5 – 6.0 \text{ Å}, D_{\text{e}}^{\text{Ir-O}}: 1.0 – 3.0 \text{ eV}, a^{\text{Ir-O}}: 1.7 – 3.5 \text{ Å}^{-1}, r_0^{\text{Ir-O}}: 1.8 – \)
2.0 Å, $D_e^{O-O}: 0.01 – 0.1$ eV, $\alpha^{O-O}: 1.0 – 2.0$ Å$^{-1}$, $r_0^{O-O}: 3.0 – 5.0$ Å, $\chi^{Ir}: 2.0 – 6.0$ eV, $J^{Ir}: 4.0 – 12.0$ eV, $R^{Ir}$: 1.2 – 1.5 Å, $\chi^{O}: 8.0 – 11.0$ eV, $J^{O}: 11.0 – 14.4$ eV, $R^{O}$: 0.6 – 0.7 Å. The fitting process is carried out using the GA Toolbox.\textsuperscript{78} We use a population size of 100, crossover probability of 0.9, and mutation probability of 0.1.

### 2.5 Evaluation data to test MS-Q

To evaluate the accuracy and transferability of the MS-Q force-field fitted with the GA described above, we perform further DFT calculations to evaluate properties that are not included in the training data. The electronic charges on atoms in DFT calculations are obtained by partitioning the charge density according to atomic positions in the crystal based on the Bader charge analysis\textsuperscript{79,80}. The Bader charges are compared to QEq charges to determine the correspondence between first principles determined and QEq charges. To understand the thermal and elastic properties as described by the MS-Q EFF, we calculate the phonon dispersion with both DFT and MS-Q. To more rigorously test the transferability of the potential in predicting defective structures, we calculate the Ir and O vacancy formation energies and compare to the DFT results. The pressure-induced phase transformation of IrO$_2$ polymorphs are calculated with both DFT and MS-Q and compared. Finally, oxygen atom adsorption energetics on rutile (110) surface are computed with MS-Q and the results are compared to DFT values.

### 3. Results and Discussion

#### 3.1 Fitted parameters and goodness-of-fit

The Morse and QEq parameters obtained from the fitting procedure discussed above are given in Table 1 and Table 2, respectively. The resulting Morse parameter set in Table 1 is physically reasonable in the sense that the largest dissociation energy ($D_e$) and potential well curvature ($\alpha$) terms are obtained for the Ir-O pair. The Ir-Ir Morse potential has the weakest interaction and the longest equilibrium bond distance. It should be noted that $r_0$ for the Ir-O pair is smaller than the Ir-O nearest neighbor distance of 2.01 Å in the thermodynamically stable rutile phase, which ensures that there is an attractive interaction with Ir and O atoms. However, the values of $r_0$ for both Ir-Ir and O-O pairs are larger than the nearest
neighbor distances, which makes these interactions repulsive. As a consequence, the MS-Q EFF developed is not suitable for investigating pure Ir or pure oxygen systems, since the bond distances cannot be captured correctly. The electronegativity ($\chi$) and atomic hardness ($J$) values for Ir and O are different from those derived from ionization potentials and electron affinities for atoms,\textsuperscript{81} which are $\chi = 5.4$ eV and $J = 7.6$ eV for Ir, and $\chi = 7.54$ eV and $J = 12.16$ eV for O, respectively. The observed discrepancies are not surprising since the ionization potentials and electron affinities are different for a solid compared to an isolated atom.

**Table 1.** The fitted Morse potential parameters for Ir-O.

<table>
<thead>
<tr>
<th></th>
<th>Ir-Ir</th>
<th>Ir-O</th>
<th>O-O</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_e$ (eV)</td>
<td>0.008457</td>
<td>1.892584</td>
<td>0.026993</td>
</tr>
<tr>
<td>$a$ (Å$^{-1}$)</td>
<td>1.537744</td>
<td>2.642281</td>
<td>1.614355</td>
</tr>
<tr>
<td>$r_0$ (Å)</td>
<td>4.584917</td>
<td>1.8659</td>
<td>3.549025</td>
</tr>
</tbody>
</table>

**Table 2.** The fitted QEq parameters for Ir and O.

<table>
<thead>
<tr>
<th></th>
<th>Ir</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi$ (eV)</td>
<td>2.579346</td>
<td>10.189444</td>
</tr>
<tr>
<td>$J$ (eV)</td>
<td>7.70769</td>
<td>13.231498</td>
</tr>
<tr>
<td>$R$ (Å)</td>
<td>1.261788</td>
<td>0.690854</td>
</tr>
</tbody>
</table>

Comparisons between the MS-Q estimated properties and corresponding DFT values are given in Figure 3 for binding energies (Figure 3a), elastic constants (Figure 3b), lattice parameters (Figure 3c) and internal coordinates (Figure 3d) of IrO$_2$ polymorphs. Figure 3a shows that the mean absolute error in the binding energies is 0.05 eV/IrO$_2$ and the correlation coefficient ($R^2$) is 0.972, which shows that the DFT energies are well reproduced in a wide range of energies for a wide variety of different structures. For the elastic constants in Figure 3b, a good correlation ($R^2 = 0.987$) is obtained between DFT and MS-Q and the mean absolute error is 18.4 GPa. A relatively large error in elastic constants is expected since these quantities are calculated from the second derivatives of the energy with respect to atomic positions, which are more sensitive to the parameter changes compared to other quantities. In Figure 3c and d, both lattice constants and internal coordinates obtained from MS-Q are very well correlated to the DFT values. For
both the observables, a near-perfect correlation ($R^2 = 0.999$) is obtained along with a low mean absolute error (0.1 Å and 0.007 respectively). Overall, the correlations in Figure 3 show that MS-Q accurately predicts the observed quantities calculated with DFT.

![Figure 3](image)

**Figure 3.** Goodness of fit comparisons between MS-Q and DFT for a) binding energies ($E_b$), b) elastic constants, c) lattice constants, and d) internal coordinates for the polymorphs of IrO$_2$. The mean absolute error ($\Delta$) with standard deviation and Pearson correlation coefficient ($R^2$) for each data set is given in corresponding plots.

### 3.2 Bulk properties

The lattice constants, internal coordinates, elastic constants and binding energy of the most stable rutile phase of IrO$_2$ obtained from MS-Q are listed in Table 3. The MS-Q force field predicts the lattice parameters of the rutile phase of IrO$_2$ as $a = 4.59$ Å and $c = 3.14$ Å, which are within 2% of the respective DFT values of 4.55 Å and 3.19 Å, and experimental values$^{71}$ of 4.505 Å and 3.159 Å. The discrepancies in predicted elastic constants with MS-Q given in Table 3 are less than 20% of the DFT values, and the bulk modulus is predicted to within 5%. The phonon dispersion curves of the rutile IrO$_2$ along high
symmetry directions are also computed with MS-Q and shown in the Supporting Information. The phonon modes around the Γ-point compared well with DFT results.

**Table 3.** The lattice parameters (a and c), internal coordinate (x), elastic constants (C_{ij}'s and B) and binding energy (E_b) of the rutile phase of IrO_2 predicted using the MS-Q force field compared to the calculated DFT values, and available experimental data (Exp).

<table>
<thead>
<tr>
<th></th>
<th>DFT</th>
<th>Exp.</th>
<th>MS-Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>4.55</td>
<td>4.51</td>
<td>4.59</td>
</tr>
<tr>
<td>c (Å)</td>
<td>3.19</td>
<td>3.16</td>
<td>3.14</td>
</tr>
<tr>
<td>x</td>
<td>0.3081</td>
<td>0.3022</td>
<td></td>
</tr>
<tr>
<td>C_{11} (GPa)</td>
<td>294.6</td>
<td>328.3</td>
<td></td>
</tr>
<tr>
<td>C_{12} (GPa)</td>
<td>233.1</td>
<td>247.7</td>
<td></td>
</tr>
<tr>
<td>C_{13} (GPa)</td>
<td>183.3</td>
<td>149.0</td>
<td></td>
</tr>
<tr>
<td>C_{33} (GPa)</td>
<td>577.0</td>
<td>576.8</td>
<td></td>
</tr>
<tr>
<td>C_{44} (GPa)</td>
<td>106.4</td>
<td>132.7</td>
<td></td>
</tr>
<tr>
<td>C_{55} (GPa)</td>
<td>200.4</td>
<td>223.9</td>
<td></td>
</tr>
<tr>
<td>B (GPa)</td>
<td>268</td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>E_b (eV/IrO_2)</td>
<td>-15.33</td>
<td>-15.26</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 compares the MS-Q calculated lattice parameters, internal coordinates and binding energies for IrO_2 polymorphs to the DFT values. For the high pressure pyrite phase, the value of a = 4.96 Å predicted from MS-Q is only 0.4% away from the DFT value and 1.8% higher than the experimental value of a = 4.87 Å. The bulk modulus of the pyrite phase (B = 272 GPa) also reasonably matches the DFT value of 290 GPa and is in good agreement with the experimental value of 306 GPa. Table 4 also shows that the structural parameters of the anatase, brookite and columbite phases obtained with MS-Q are in good agreement with DFT. Most importantly, the relative stabilities of IrO_2 polymorphs follow

\[ E_{\text{Rutile}}^{\text{coh}} < E_{\text{Columbite}}^{\text{coh}} < E_{\text{Pyrite}}^{\text{coh}} < E_{\text{Brookite}}^{\text{coh}} < E_{\text{Anatase}}^{\text{coh}}, \]

which is the stability order obtained from DFT calculations. Here, we find that the columbite phase is more stable than the pyrite phase at 0 K and 0 GPa, although the columbite phase has not been observed in experiments. Similar phase stability order for IrO_2 was also previously reported using PBE calculations, while PBEsol and AM05 functionals resulted in the pyrite phase being more stable than the columbite phase.
Table 4. Calculated lattice parameters ($a$, $b$, $c$), internal coordinates for O and Ir ($x_O$, $x_{Ir}$, $y_O$, $y_{Ir}$, $z_O$, $z_{Ir}$) and binding energies ($E_b$) of IrO$_2$ polymorphs compared to DFT.

<table>
<thead>
<tr>
<th>Polymorph</th>
<th>DFT</th>
<th>MS-Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrite</td>
<td>$a = 4.94$ Å, $x = 0.3486$, $E_b = -15.02$ eV, $B = 290$ GPa</td>
<td>$a = 4.96$ Å, $x = 0.3413$, $E_b = -15.10$ eV, $B = 272$ GPa</td>
</tr>
<tr>
<td>Anatase</td>
<td>$a = 3.93$ Å, $c = 9.71$ Å, $x = 0.2117$, $E_b = -14.56$ eV</td>
<td>$a = 3.87$ Å, $c = 9.98$ Å, $x = 0.211$, $E_b = -14.69$ eV</td>
</tr>
<tr>
<td>Columbite</td>
<td>$a = 4.37$ Å, $b = 5.67$ Å, $c = 5.29$ Å, $y_{Ir} = 0.1425$, $x_O = 0.2626$, $y_O = 0.3868$, $z_O = 0.4197$, $E_b = -15.11$ eV</td>
<td>$a = 4.56$ Å, $b = 5.60$ Å, $c = 5.13$ Å, $y_{Ir} = 0.1619$, $x_O = 0.2686$, $y_O = 0.3862$, $z_O = 0.4184$, $E_b = -15.22$ eV</td>
</tr>
<tr>
<td>Brookite</td>
<td>$a = 9.21$ Å, $b = 5.59$ Å, $c = 5.46$ Å, $x_{Ir} = 0.1313$, $y_{Ir} = 0.1167$, $z_{Ir} = 0.1340$, $z_{Ir} = 0.1029$, $x_{O1} = 0.0141$, $x_{O1} = 0.0091$, $y_{O1} = 0.1473$, $y_{O1} = 0.1548$, $z_{O1} = 0.1810$, $z_{O1} = 0.1841$, $x_{O2} = 0.02390$, $x_{O2} = 0.2336$, $y_{O2} = 0.1192$, $y_{O2} = 0.1162$, $z_{O2} = 0.5362$, $z_{O2} = 0.5267$, $E_b = -14.85$ eV</td>
<td>$a = 9.31$ Å, $b = 5.53$ Å, $c = 5.38$ Å, $x_{Ir} = 0.1340$, $y_{Ir} = 0.1029$, $z_{Ir} = 0.1340$, $x_{O1} = 0.0091$, $y_{O1} = 0.1548$, $z_{O1} = 0.1841$, $x_{O2} = 0.2336$, $y_{O2} = 0.1162$, $z_{O2} = 0.5267$, $E_b = -15.03$ eV</td>
</tr>
</tbody>
</table>

Table 5. Comparison of average charge of Ir and O atoms in different polymorphs calculated with MS-Q with Bader charges calculated using DFT.

<table>
<thead>
<tr>
<th>Polymorph</th>
<th>MS-Q</th>
<th>DFT - Bader</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rutile</td>
<td>+1.685, -0.843</td>
<td>+1.658, -0.829</td>
</tr>
<tr>
<td>Pyrite</td>
<td>+1.712, -0.856</td>
<td>+1.594, -0.797</td>
</tr>
<tr>
<td>Anatase</td>
<td>+1.644, -0.822</td>
<td>+1.632, -0.816</td>
</tr>
<tr>
<td>Columbite</td>
<td>+1.690, -0.845</td>
<td>+1.616, -0.808</td>
</tr>
<tr>
<td>Brookite</td>
<td>+1.672, -0.836</td>
<td>+1.619, -0.809</td>
</tr>
</tbody>
</table>

Apart from energetic, mechanical, and structural properties, it is also important to investigate whether the variable charge approach captures the electrostatic interactions in the system. We compare the atomic charges on Ir and O calculated with MS-Q to Bader charges calculated using DFT for different IrO$_2$.
polymorphs in Table 5. It is remarkable that despite the atomic charges not being explicitly included in the training set, we obtain excellent agreement between MS-Q and DFT Bader charges. For the rutile phase, the respective Ir and O charges of +1.685, and -0.843 match very well with the DFT Bader charges of +1.658 and -0.829, respectively. For other polymorphs, the MS-Q and Bader charges also match well with little discrepancy in the magnitude of charges relative to rutile phase.

3.3 Pressure-induced phase transitions

In order to validate the capability of the derived MS-Q force field in predicting bulk phase transitions, the pressure dependence of the enthalpy of IrO$_2$ polymorphs is evaluated between -10 and 30 GPa and compared to DFT predictions. DFT calculations in Figure 4(a) indicate a phase transition of IrO$_2$ from rutile to pyrite structure at a pressure ~18 GPa, while MS-Q predicts the same phase transition at pressure ~16 GPa. Although the columbite phase is found to be more stable than the pyrite phase at zero pressure, at high pressures the columbite phase becomes less stable and this phase is not expected to form at high pressures. The rutile-pyrite phase transition pressure obtained with MS-Q agrees very well with the current DFT results, and is also in agreement with previous experimental findings that report the existence of the pyrite phase above 15 GPa.$^{72}$ The crossover between pyrite and columbite phases, which is present in the DFT data (Figure 4a), is not present in the MS-Q data. The discrepancy may be due to the inclusion of elastic constants only in the observed (pyrite, rutile), but not in the hypothetical (columbite, anatase, brookite), phases in the training set.
Figure 4. Enthalpy (ΔH) vs. pressure of IrO$_2$ polymorphs relative to the rutile phase calculated with a) DFT and b) MS-Q. The phase transition from rutile to pyrite occurred at 18 GPa with DFT and 16 GPa with MS-Q.

3.4 Vacancy formation energies

To predict nanoscale properties for catalysis applications, accurate prediction of surface properties and defect and adsorbate energetics is essential. Therefore, the formation energies of an oxygen vacancy (V$_O$), iridium vacancy (V$_{Ir}$), stoichiometric Ir$^{+2}$O vacancy complex, for which Ir and O atoms are nearest neighbors (V$_{Ir^{+2}O\text{-near}}$), and stoichiometric Ir$^{+2}$O vacancy complex, for which Ir and O atoms are separated from each other by $>5\text{ Å}$ (V$_{Ir^{+2}O\text{-far}}$), are calculated with the fitted MS-Q force field and compared with corresponding DFT results. Table 6 summarizes the results. The vacancy formation energy ($E(V)$) was estimated using a $2\times2\times3$ supercell of the rutile phase (containing 24 formula units) using

$$E(V_{Ir^{+2}O}) = E_{\text{defect}} - E_{\text{perfect}} + nE(Ir) + mE(O)$$

where $E_{\text{defect}}$ is the total energy of the defective system, $E_{\text{perfect}}$ is the total energy of the supercell without defects, and $n$ and $m$ are the total number of Ir and O atoms missing in the defective structure, respectively. We have chosen to use the energies of the isolated atoms $E(O)$ and $E(Ir)$ as references to avoid confounding inaccuracies due to the O$_2$ energy and for ease of comparison with EFF results, in which the values of $E(Ir)$ and $E(O)$ are zero. Note in addition that only neutral vacancies are investigated.

Table 6. Vacancy formation energies (in eV) of the rutile IrO$_2$ phase calculated with the MS-Q force field, compared with those from DFT calculations. The formation energy of an oxygen vacancy (V$_O$), iridium vacancy (V$_{Ir}$), stoichiometric Ir$^{+2}$O vacancies for which Ir an O atoms were nearest neighbors...
(V_{Ir+2O-near}) and stoichiometric Ir+2O vacancy for which Ir and O atoms are separated from each other by over 5 Å (V_{Ir+2O-far}). The energies for isolated atoms are used as references.

<table>
<thead>
<tr>
<th>Defect</th>
<th>MS-Q</th>
<th>DFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>V_{O}</td>
<td>6.0</td>
<td>6.7</td>
</tr>
<tr>
<td>V_{Ir}</td>
<td>11.9</td>
<td>9.3</td>
</tr>
<tr>
<td>V_{Ir+2O-near}</td>
<td>20.5</td>
<td>20.8</td>
</tr>
<tr>
<td>V_{Ir+2O-far}</td>
<td>23.8</td>
<td>22.9</td>
</tr>
</tbody>
</table>

Table 6 shows that vacancy formation energies predicted from MS-Q correlates well ($R^2 = 0.9658$) with the corresponding DFT values, although vacancy formation energies are not part of the training set.

The oxygen and stoichiometric vacancies are predicted to within 12% and 4%, respectively. The poorest accuracy is found in the formation energy of V_{Ir}, which is attributed to the weak O-O interactions defined in the Morse potential. When an Ir atom is removed from its octahedral site, the V_{Ir} is situated in between 6 O atoms that are separated by either 2.47 Å or 2.82 Å. This separation distance is smaller than the equilibrium distance of 3.55 Å in the Morse potential (Table 1) for the O-O pair, so that around the V_{Ir}, the attractive interactions between O atoms could not be represented.

The formation energy of the stoichiometric vacancy complex V_{Ir+2O} calculated with MS-Q is found to be very similar to the DFT value when the vacancies are nearest neighbors. When the vacancies are separated, the discrepancy in formation energies between DFT and MS-Q is increased. For the far separated (5 Å) V_{Ir+2O} defect complex, the binding energy, i.e. $E(V_{Ir+2O}) - E(V_{Ir}) - 2E(V_{O})$, are only 0.06 eV and 0.17 eV for MS-Q and DFT, respectively. Consequently, the interactions among vacancy defects are already quite weak at this distance. The increase in the error for defect formation energies of far separated V_{Ir+2V_{O}} complex is likely due to the error in V_{Ir} and weak O-O interaction. Overall, the vacancy formation energies are reasonably well represented with the fitted MS-Q force field.

### 3.5 Surface properties

To test the derived MS-Q potential on surface properties of IrO$_2$, the energies ($\gamma$) of low index surfaces of rutile IrO$_2$ namely, (110), (101), (100) and (001), are computed with the MS-Q potential and compared to our DFT results and earlier revPBE$^{38}$ calculations in Table 7. Recall that surface energies for (110) and (100) are part of the training set, whereas the others are not. Table 7 shows strong agreement between the $\gamma$ values obtained with MS-Q and with DFT for all of the surfaces considered. In both MS-Q
and DFT, the (110) surface is the most stable, and the relative stability of surfaces follows the order $\gamma_{(110)} < \gamma_{(101)} < \gamma_{(100)} < \gamma_{(001)}$, which matches well with the results for other rutile structures.\textsuperscript{82} The maximum difference in $\gamma$ values between DFT and MS-Q was 0.2 J/m$^2$. The similarity of $\gamma$ values obtained with MS-Q and DFT is also evident in the constructed Wulff shape\textsuperscript{83} shown in Figure 5. Wulff shape of rutile IrO$_2$ created using a) DFT and b) MS-Q computed low index surface energies, showing the predicted crystal shape. Both DFT (Figure 5a) and MS-Q (Figure 5b) predict a similar surface structure and crystallite shape for rutile IrO$_2$, but MS-Q predicts a slightly larger area coverage for the (100) facets compared to DFT.

In a previous\textsuperscript{51} MS-Q force field developed for Ti-O system, the relative energies for different TiO$_2$ surfaces were incorrect, which was explained by the low charges imposed on atoms in their model. However in that model for Ti-O, the QEq parameters were not optimized for the system. In this study, we find that inclusion of energies of (110) and (100) surfaces in the training set and optimization of the QEq parameters is instrumental in obtaining realistic charges on Ir and O atoms (see Table 5), and very accurate surface energies compared to DFT results (Table 7). In the determination of the charge $q$ for each ion using QEq, electronegativity ($\chi$) difference between dissimilar atoms determines the amount of charge transfer, whereas the hardness (J) determines how easily an element can donate/accept charges. Rappe and Goddard’s QEq parameters\textsuperscript{43} result in $q_{Ir} \sim +0.8$ and $q_{O} \sim -0.4$, which are far from realistic. We attempted fitting with constraining the charges to published results, but could not find a parameter set that can give both surface and bulk properties correctly.

**Table 7.** Surface energies, $\gamma$, for several low index surfaces of IrO$_2$. The surface atomic structure is depicted for each surface at the top.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_{(110)}$ (J/m$^2$)</th>
<th>$\gamma_{(101)}$ (J/m$^2$)</th>
<th>$\gamma_{(100)}$ (J/m$^2$)</th>
<th>$\gamma_{(001)}$ (J/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS-Q</td>
<td>1.58</td>
<td>1.69</td>
<td>1.88</td>
<td>2.18</td>
</tr>
<tr>
<td>PBE+U+SOC</td>
<td>1.38</td>
<td>1.62</td>
<td>1.85</td>
<td>2.31</td>
</tr>
<tr>
<td>revPBE</td>
<td>1.05</td>
<td>1.24</td>
<td>1.35</td>
<td>1.94</td>
</tr>
</tbody>
</table>
Figure 5. Wulff shape of rutile IrO$_2$ created using a) DFT and b) MS-Q computed low index surface energies, showing the predicted crystal shape.

3.6 O adsorption on rutile (110) surface and IrO$_2$ nanocrystal

For the study of catalytic processes involved in the OER and water splitting, oxygen adsorption energies are found to be a good descriptor for catalytic activity, because of its linear correlation with HO and HOO binding on oxide surfaces.$^{34}$ We therefore test the accuracy of the MS-Q EFF in predicting oxygen adsorption energies. The adsorption energy ($E_{\text{ad}}$) of a single O atom on rutile IrO$_2$ (110) 2×1 surface was calculated at three different sites, namely Ir-top, bridge and O-top as shown in Figure 6. The value of $E_{\text{ad}}$ calculated with MSIQ and DFT are defined by

$$E_{\text{ad}} = E_{\text{slab+O}} - E_{\text{slab}} - E(O)$$

where $E_{\text{slab+O}}$ is the total energy of the (110) surface slab with the adsorbed O atom and $E_{\text{slab}}$ is the total energy of the pristine (110) surface slab. Again we use the isolated O atom for the reference energy $E(O)$. In DFT, $E(O)$ is calculated in a 20 Å × 20 Å × 20 Å box, whereas in MS-Q, $E(O)$ is zero. $E_{\text{ad}}$ values calculated using MS-Q, and comparisons to DFT results are listed in Table 8. MS-Q correctly predicts the relative order in the $E_{\text{ad}}$ with respect to different surface sites when compared to DFT. Among the three sites, the Ir-top site is found to be the most favorable site for O adsorption, the bridge site has an intermediate $E_{\text{ad}}$, and the O-top site is the least favorable adsorption site. The predicted values of $E_{\text{ad}}$ with MS-Q for Ir-top and bridge sites are within 30% of DFT values. The bond length of the adsorbed O and the surface atoms of rutile (110) are given in Figure 6. The Ir-O bond lengths between the surface Ir and
adsorbed O atoms calculated with MS-Q are in very good agreement with DFT calculations. As expected, there is considerable discrepancy between MS-Q and DFT calculated $E_{ad}$ values for the O-top site. The weak interaction and a large $r_0$ value of 3.55 Å defined in the Morse potential for the O-O pair (see Table 1) results in a large MS-Q predicted bond length of adsorbed O to surface. MS-Q predicts O-O bond length of 3.07 Å compared to 1.32 Å obtained with DFT. As a consequence, the $E_{ad}$ was not predicted accurately for the O-top site. We conclude that as long as highly unfavorable sites – which are not relevant to the catalytic processes anyway – are avoided, MS-Q is well suited to study adsorption energetics on IrO$_2$ surfaces.

Figure 6. Atomic O adsorption on rutile (110) surface. The bond length of the adsorbed O and its nearest surface atom at O-top, Ir-top, and bridge sites are indicated on each adsorption site. Similar calculations carried out with DFT and corresponding values are given in parentheses.

Table 8. Adsorption energies ($E_{ad}$) of atomic oxygen at different sites on rutile IrO$_2$ (110) surface.

<table>
<thead>
<tr>
<th>Adsorption site</th>
<th>MS-Q (eV/O atom)</th>
<th>DFT (eV/O atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ir-top</td>
<td>3.17</td>
<td>-4.34</td>
</tr>
<tr>
<td>Bridge</td>
<td>1.98</td>
<td>-2.80</td>
</tr>
<tr>
<td>O-top</td>
<td>-0.83</td>
<td>-2.43</td>
</tr>
</tbody>
</table>

In Figure 5, it was shown that IrO$_2$ crystals have a faceted structure composed of (110), (101) and (100) surfaces and the O adsorption characteristics can be different at the edges and corners of the crystal. To investigate the O adsorption energetics on an IrO$_2$ crystal, we constructed a nanocrystal of IrO$_2$ with a diameter of ~2.5 nm based on the Wulff construction. The dimensions of the nanocrystal are given in...
Figure 7a and b. The constructed nanocrystal has 785 atoms, i.e. 261 Ir and 524 O atoms. The nanostructure is nearly stoichiometric with an O:Ir ratio of 2.008. It should be noted that DFT calculations of a nanocrystal of this size are computationally very expensive.

![Figure 7. Atomic structure of an IrO$_2$ nanocluster built using the Wulff construction. The dimensions of the nanoclusters are given in a) xy-projection and b) yz projection. The atoms are colored according to their coordination number (CN) in c) and atomic charges in d).](image)

The activity of a catalyst has been reported$^{32,33}$ to be strongly correlated with the geometry of the surface. In particular, a change in the coordination number (CN) of atoms at steps, kinks, and terraces plays a major role in catalytic performance. The CNs on facets, edges and corners of a nanocrystal are different from those in the bulk or surfaces, which should offer sites of varying catalytic properties. Figure 7c shows the CN of atoms in the nanocrystal (rendered with the AtomEye$^8$ software) and indicates that Ir and O atoms at the facets, edges and corners formed at the intersection of the facets have

---

*Note: The image accompanying the text includes a diagram of an atomic structure.*
lower coordination compared to Ir and O in bulk and on planar surfaces. It should be noted that in rutile IrO$_2$, Ir and O has CN of 6 and 3, respectively. The CN of surface Ir atoms are particularly important to the O adsorption properties, since surface Ir atoms are the most preferable adsorption site for O as shown in Table 8. The lowest CN for Ir of 3 is found at the corner formed between the facets of ($\bar{T}0\bar{T}$), ($0\bar{T}1)$ and ($1\bar{T}0$). Ir atoms at the edges of {110} and {101} facets and corners also have a low CN of 4.

For an oxide catalyst, electrostatic interactions may play a role in determining the catalytic activities of different sites. To investigate the effect of electrostatics, we study the charges determined for each atom under the QEq scheme. The calculated atomic charges at the surface of nanoclusters are shown in Figure 7d. In correlation with the CN, Ir atoms at the surface have lower atomic charges compared to bulk Ir with $q_{Ir} = 1.69$. The lowest charge, $q_{Ir} = 1.03$, is found at the corner of ($\bar{T}0\bar{T}$), ($0\bar{T}1)$ and ($1\bar{T}0$) facets, corresponding to the lowest CN.

To investigate the effects of CN and electrostatics on catalytic activities, we calculate the O adsorption energy on selected sites on the IrO$_2$ nanocrystal, chosen to have varying CN and atomic charges, as shown in Figure 8. We expect the O adsorption energy ($E_{ad}$), which is used as a descriptor for the catalytic activity in water splitting and oxygen evolution reactions, to vary with location on the nanocrystal. We consider surface Ir top sites on (110) and (101) surfaces, edges and corners formed at the intersection of {110}, {100} and {101} facets.
Figure 8. Adsorption sites considered on IrO$_2$ nanocluster. Large atoms are Ir and small atoms are O. The adsorbed oxygen atoms at the corresponding site were numbered and colored differently.

Table 9. Oxygen adsorption energies ($E_{ad}$) at different sites on the IrO$_2$ nanocrystal. The coordination number (CN) of the surface Ir atom that O binded and the length of the bond formed between Ir and adsorbed O ($d_{Ir-O}$) is given.

<table>
<thead>
<tr>
<th>#</th>
<th>Adsorption site</th>
<th>Ir CN</th>
<th>$E_{ad}$ (eV/O atom)</th>
<th>$d_{Ir-O}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(110) Ir top</td>
<td>5</td>
<td>-3.22</td>
<td>1.98</td>
</tr>
<tr>
<td>2</td>
<td>(101) Ir top</td>
<td>5</td>
<td>-3.06</td>
<td>1.95</td>
</tr>
<tr>
<td>3</td>
<td>(101)(110) edge bridge</td>
<td>4</td>
<td>-4.08</td>
<td>2.01</td>
</tr>
<tr>
<td>4</td>
<td>(101)</td>
<td>(101) corner</td>
<td>4</td>
<td>-3.37</td>
</tr>
<tr>
<td>5</td>
<td>(110)</td>
<td>(100) edge</td>
<td>4</td>
<td>-3.14</td>
</tr>
<tr>
<td>6</td>
<td>(110)</td>
<td>(101) edge 1</td>
<td>5</td>
<td>-3.05</td>
</tr>
<tr>
<td>7</td>
<td>(110)</td>
<td>(101) edge 2</td>
<td>4</td>
<td>-3.44</td>
</tr>
<tr>
<td>8</td>
<td>(110)</td>
<td>(101)</td>
<td>(101) corner 1</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>(110)</td>
<td>(101)</td>
<td>(101) corner 2</td>
<td>5</td>
</tr>
</tbody>
</table>

$E_{ad}$ values calculated at these different surface sites are summarized in Table 9. Figure 8 and Table 9 indicate that corner sites at the IrO$_2$ nanocrystal surface have up to 1.4 eV/O lower binding energy for O compared to bare (110) and (101) surfaces. Site #1 is the same as the Ir-top site on the (110) surface slab in Figure 8, and has a similar $E_{ad}$ of -3.22 eV/atom on the nanocrystal compared to -3.17 eV/atom on the surface slab. This similarity confirms that the (110) surface on the nanocrystal is large enough to mimic the O adsorption on periodic surface slab calculations and no significant effects of edge and corner sites exist for O adsorption calculations. In Table 9, the lowest $E_{ad}$ is calculated to be -4.54 eV/atom for site #8 in Figure 8, which is the corner formed at the intersection of {110}, {100} and {101} facets. This Ir site
also had the lowest CN of 3 (Figure 7c). The second most favorable site with \( E_{ad} \) of -4.08 eV/atom is #3 in Figure 8, which is an Ir bridge site formed at the edge of the \{101\} facets, with CN of 4. The other edge sites considered have similar \( E_{ad} \) values compared to \( E_{ad} \) on the (110) surface (#1 in Table 9).

It is interesting to note that there is a wide variation in the \( E_{ad} \) values for similarly coordinated adsorption sites as shown in Figure 9a. Although \( E_{ad} \) values are strongly correlated with the CN of surface Ir atom, the local CN alone cannot explain the differences in the adsorption energies between the various sites. We explored the correlation of the long-range electrostatic interactions and the adsorption energies by evaluating \( E_{ad} \) with respect to the atomic charge transfer between the surface Ir atom and the adsorbed O (O*). In the QEq method, due to charge neutrality in the system, the atomic charge on the O* can be used to quantify the charge transfer in the system with the O adsorption. We observe a stronger correlation between the \( q_{O^*} \) and the \( E_{ad} \) values (\( R^2 \sim 0.73 \)), when compared to the correlation between CN and \( E_{ad} \) (\( R^2 \sim 0.67 \)). Remarkably, if we consider sites with the same CN separately, the correlation between CN and \( E_{ad} \) becomes almost perfectly linear, as shown in Figure 9b. For both CN of 4 and 5, \( E_{ad} \) becomes more negative with the increase in the absolute \( q_{O^*} \) values (\( R^2 \sim 0.98 \) and 0.99 respectively). Comparison of Figure 9 (a) vs. (b) thus suggests that OER activity at under-coordinated sites is strongly influenced by long-range electrostatics around the geometrical features on IrO\(_x\) nanocrystal surfaces, rather than only on local coordination as previously reported for transition metals.\(^32,33\) These results indicate that the local coordination-dependent catalytic activity of metal oxides can be different than transition metals such that charge transfer at the surfaces influenced by the long-range electrostatics also has a significant contribution to the catalytic activity in addition to coordination number of active surface sites. Indeed, spectroscopic observations on metal oxide catalyst surfaces for water splitting reaction reported\(^85\) formation of intermediate oxidation states for the Ir atoms at the surface of IrO\(_x\) nanoclusters,\(^86,87\) which can be attributed to the charge transfer processes between the adsorbate and the metal at the metal-oxide nanocrystal surfaces, although no direct measurements of charge transfer processes could be attained due to experimental limitations of complicated chemistry at nanoscale. Using the MS-Q EFF we
developed, we are able to reveal the charge transfer dependent catalytic activity on IrO$_2$ nanoclusters. These results also signify that the inclusion of variable charge treatment in MS-Q is essential for capturing the observed variations in adsorption energies. With this knowledge, one can engineer the catalytic activity of IrO$_2$ nanocrystals by selectively creating surface features to maximize the catalytic performance. The MS-Q force field can be further used to investigate size and shape effects on binding properties of IrO$_2$ nanoclusters.

**Figure 9.** Change in the adsorption energy ($E_{ad}$) of a single O atom with respect to the a) coordination number (CN), b) charge of adsorbed O atom ($q_{O^*}$) for Ir CN of 4 and 5. The line at each plot is obtained from least squares fitting to a linear equation, and corresponding best-fit equations and $R^2$ values are given at the insets in each figure.

4. Conclusions

A first principles-based force-field for the Ir-O system was developed by parameterizing a Morse potential coupled with a variable charge equilibration method (QEq) (MS-Q). The MS-Q parameters were fit to the DFT-derived bulk, surface, structural and thermodynamic properties of IrO$_2$ polymorphs using a genetic algorithm. The use of a variable charge model and genetic algorithm in the fitting enabled very accurate description of electrostatic interactions such that the bulk properties such as binding energies, elastic constants, lattice constants and internal coordinates as well as surface and defect properties compared very well with the DFT results. The critical pressure predicted with MS-Q for rutile to pyrite
phase transformations agreed well with DFT predictions. MS-Q predicted with reasonable accuracy the vacancy formation energies. The surface energies and O binding on Ir sites on IrO$_2$ surfaces were also represented very well with the MS-Q force field. Overall, we find that both bulk and surface properties were predicted reasonably well with MS-Q force field compared to DFT. Based on the adsorption and binding energetics, it can be inferred that catalytic properties of IrO$_2$ nanoclusters pertaining to oxygen evolution, and water splitting reactions are drastically enhanced at the edges and corners on the IrO$_2$ nanocrystals. The improved OER activity at under-coordinated sites appears to have a strong dependence on long-range electrostatics rather than only on local coordination. Successful prediction of the above properties by MS-Q represents an important step towards understanding size-dependent structural stability and activity of nanocatalysts and will aid in rational design of nanocatalysts. The force field developed in this work should enable large-scale atomistic modeling of Ir-O systems and therefore be useful for gaining atomistic insights into structure, catalytic, and dynamic properties of IrO$_2$ nanoclusters, nanoparticles, and phases of relevance to a range of energy applications.
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