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The configurational ensemble of the target structure is gener-

ated from a molecular simulation of an inhomogeneous fluid of

effective hard-core Weeks-Chandler-Andersen (WCA) particles of

diameter σ embedded in the interstitial space of a lattice of larger

WCA particles of diameter 4σ ; the latter enforces the ordered

pore structure by excluding the target fluid particles. The large

particles were fixed on an FCC lattice with a nearest-neighbor dis-

tance of 7.4σ . This choice was motivated to balance two compet-

ing effects: (1) to maximize the pore signature in gtgt(r) while (2)

furnishing pore “walls” formed by the fluid matrix with a thick-

ness comparable to the pore size (i.e., a pore center-to-center dis-

tance of approximately two times the pore diameter). The latter

consideration was inspired by preliminary optimizations for sev-

eral target simulations, which showed that the potential devel-

oped a repulsive hump centered near the pore size (irrespective

of whether that potential successfully formed pores). This occurs

so that a particle bordering a pore will impede other particles

from entering the pore on the opposite side, as shown on the left-

most pore in the scheme in Fig. 1a, where the repulsive hump for

a selected particle is highlighted in green and the schematic is ap-

propriately scaled. A system where the pore wall width and pore

diameter are matched is optimal for description with a pair po-

tential so that the highlighted particle can also contribute to the

repulsive barrier at the edge of an adjacent pore, as shown for

the rightmost pore in Fig. 1a. Additional details regarding the

construction of the target system, including the effect of varying

the large particle template, can be found in the Computational

Methods Section of the Supplementary Information.

The IBI-optimized pair potential βuIBI(r) is shown in Fig. 1b.

Even though there may be non-trivial many-body effects in an

actual pore-forming system that are not captured by this strat-

egy, an understanding of an isotropic pair potential that forms

pores is useful because it 1) guarantees that many-body poten-

tials exist that will also generate pores, and 2) reveals what those

many-body interactions must map onto if they are projected into a

pair interaction form. From prior work on microphase-separated

states, it is not surprising that βuIBI(r) possesses competitive at-

tractions and repulsions. The general form of the potential is

similar in spirit to the cluster fluid-forming potentials that we re-

ported in previous work15, though here the attractive well is gen-

erally narrower and deeper and the repulsive hump is broader

but shorter when compared to clusters of similar size to the pores

studied here. Common to both potentials is that the relevant

lengthscales of the microphase-separated objects are directly en-

coded by the potential: for clusters, the position of the repulsive

hump was directly related to cluster size, and here the repulsive

hump is maximal at the prescribed pore size.

Also similarly to our previous cluster work, we observed good

convergence in the IBI scheme. As can be seen in Fig. 1c, βuIBI(r)

is indeed able to closely reproduce the equilibrium RDF of the

inhomogeneous, target matrix of fluid particles at a packing frac-

tion, η = πσ3N/6V = 0.31 where N is the number of particles

and V is the volume. For comparison, the RDF of an isotropic,

single-component WCA fluid with the same isothermal compress-

ibility (η = 0.42) is also shown. Interestingly, the RDF of a dense

fluid matrix surrounding pores (whether from the target or IBI
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Fig. 1 Design of a pair potential, βuIBI(r), that assembles particles into

a fluid matrix surrounding a lattice of pores. (a) Schematic for a system

with matching pore diameter and pore wall thickness, where the

repulsive hump in βuIBI(r) is shown in green for the highlighted particle.

(b) The optimized pair potential, βuIBI(r). (c) Radial distribution functions

for the targeted configurational ensemble of the fluid matrix particles

(η = 0.31), a system of particles with the IBI-optimized pair potential

(η = 0.31), and an isotropic, single-component WCA fluid with the same

isothermal compressibility (η = 0.42). (d) Image of a 3σ thick slab

extracted from an equilibrium simulation configuration of particles with

the IBI-optimized pair potential, illustrating pores. (e) Dark green regions

show a three-dimensional visualization of the assembled BCC pore

structure and represent the union volume of all 2σ diameter test spheres

that could be successfully accommodated into the configuration without

overlapping lighter green fluid particles interacting via the IBI-optimized

pair potential.

model structure) is only subtly different from that of the equi-

compressible isotropic WCA fluid, with the former being distin-

guished from the latter by its relatively suppressed correlations

on the scale of the pore size, as highlighted in the inset. How-

ever, despite its success at reproducing the pair correlations of the

target structure, it is not obvious that a system of particles inter-

acting via βuIBI(r) will also necessarily capture the desired pore

structure of the target ensemble, which depends on many-particle

static correlations.

Nonetheless, we do find that pore structures very similar to

those templated by the ordered lattice of large WCA spheres of the

target system emerge with the IBI-optimized interaction, βuIBI(r).

Hints of the pore morphology can be seen in Fig. 1d from a visual

representation of the particles within a 3σ thick slab obtained
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Fig. 2 Pore size probability distribution function P(deff) for different

choices of the temperature rescale parameter λ corresponding to the

change T → λT or equivalently βuIBI(r)→ βuIBI(r)/λ . (inset) Total

volume of the pores as a function of λ .

from an equilibrium configuration. However, for a more quanti-

tative characterization, ‘pores’ defined via a clustering analysis16

as union volumes of all 2σ diameter test spheres that could be

successfully accommodated into the configuration without over-

lapping the fluid matrix particles were also examined. As de-

scribed in Supplementary Information, the size of an individual

pore in a configuration is computed from its volume, obtained by

Monte Carlo integration of overlapping inserted test particles, and

is reported here as the diameter deff of an equivolume spherical

pore. Fig. 1e shows that the pores (compact, dark green entities

embedded in the lighter green matrix of fluid particles) actually

form a BCC lattice with a lattice constant of 8.8σ (i.e., nearest

neighbor distance of 7.6σ). As can be seen from the solid green

line in Fig. 2, the most likely effective diameter (deff) of an in-

dividual pore is 3.97σ , very close to desired 4σ pore size of the

target ensemble. In other words, the IBI pair potential optimized

to precisely match the RDF of the target ensemble also faithfully

reproduces the ordered pore morphology of the target structure.

We next evaluate the sensitivity of the pore morphology of

the system with the IBI-optimized pair potential to rescaling

the temperature by a factor λ as T → λT [equivalent to rescal-

ing βuIBI(r) → βuIBI(r)/λ]. Fig. 2 shows the pore size distribu-

tion function for equilibrium simulations with both mild cooling

(λ = 0.9) and heating (λ = 1.05). With increasing temperature,

we note the pores monotonically shrink and have larger size fluc-

tuations, with no evident porosity accessible to the 2σ test parti-

cles by λ = 1.1. The inset in Fig. 2 shows that the total volume

of the simulation box taken up by the pores correspondingly de-

creases with increasing temperature. The opposite trends occur

with cooling–pores grow and become more uniform in size–until

eventually the pores condense into “columns” of void space (by

λ = 0.8). Nonetheless, bracketed by these two extremes, there is

a range of temperature where approximately spherical pores form

in a BCC lattice, and their size can be tuned via modification of

the temperature.

Although small changes in packing fraction (η) also allow for

tuning the pore size, we find that larger changes in η give rise to

a rich diagram of microphase-separated void-particle morpholo-

gies. Fig. 3 shows configuration snapshots of the various mi-

crophases associated with βuIBI(r) (highlighting particle and void

structures, respectively) along with the corresponding density

range for each phase. Densities of intermediate character are as-

signed to the phase that they most greatly resemble, with some

buckling and/or defects present away from the optimal density

for each phase. Upon reducing particle concentration from the

optimized pore lattice structure, the pores first coalesce into void

columns. Eventually the porous columns give way to a bicontin-

uous phase, where the void space and particles are interpenetrat-

ing. This gyroid-like phase then flattens out into lamellar sheets

of alternating particles and voids. Lamellar sheets have been pre-

pores (BCC) bicontinuous
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Fig. 3 Microphase diagram of the IBI-designed model as a function of η , with representative snapshots of each phase. Particles are depicted on the

top row, and the inserted void particles are shown on the bottom row.
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dicted for a single-component model with competing attractions

and repulsions that also displays clustering behavior, but the pos-

sibility of pore lattices was not explored17. In two dimensions,

an analogous striped phase has been observed in addition to a

clustered phase for various models7.

The above phase progression of the void space has been seen

in diblock copolymers as the relative amount of each block is

tuned18. Here, η controls the ratio of void and particle-filled

space. Upon further expansion from the lamellar phase, columns

of particles are then formed, followed by clusters of particles as

shown on the right hand side of Fig. 3. The particle clusters

form with a preferred size, with radii of gyration ranging from

Rg = 2.00σ to 2.19σ as particle concentration is decreased; see

the Supplementary Information. The low-density region of the

microphase diagram illustrates a symmetry between clusters and

pores first postulated by Sear and Gelbart3 and later predicted

from theoretical calculations4,5. Intriguingly, microphases con-

taining a single cluster and a single pore were observed from

Grand Canonical Monte Carlo calculations of an SALR potential

at different densities by Archer and Wilding6. This potential also

showed a similar progression of phase behavior between these

two state points, though the assembled structures had features

on the order the size of the simulation box such that only a single

column or sheet could form. As a result, it is unclear to what ex-

tent finite size effects impacted the characteristics of these phases.

Here, we circumvent this difficulty by leveraging inverse design

to systematically imbue a prescribed length scale to the features

arising from microphase separation.

Finally, we explored the sensitivity of pore formation to the

details of the interactions. Specifically, we performed new opti-

mizations of the target ensemble using the relative entropy ap-

proach11,12, restricting the designed pair potential to a variety

of functional forms, all containing a single attractive well plus a

longer-ranged repulsive hump controlled by four scalar param-

eters (two energies and two length scales). The analytic forms

of the optimized potentials are given in the Supplementary In-

formation. Fig. 4a compares βuIBI(r) to three such optimized

potentials, and Fig. 4b shows the resulting pore-size PDFs. All

potentials form pore lattices, albeit with somewhat reduced pore

sizes relative to βuIBI(r)–though, as we showed above, the pore

size can also be modulated via temperature. See the Supplemen-

tary Information for corresponding simulation snapshots, where

the discrete character of the pores is visually evident.

The variation in the potentials indicates that there are many

ways to balance attractions and repulsions in order to achieve a

porous microphase separated state, though the repulsive hump

tends to be centered near the targeted pore size. Generally, we

find that longer-ranged attractions than are traditionally found

in microphase-separated models are preferred for forming size-

specific pores. Although it might be difficult to realize such ef-

fective interactions for micron-sized colloidal particles, it should

be possible for nanoscale particles. As an example, potentials

of mean force observed in simulations of ligand-coated, charge-

stabilized gold nanoparticles display a similar qualitative form19.

Moreover, in future work, a similar relative entropy approach

could be used to limit the range of the attraction for application
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Fig. 4 Inverse designed pair potentials that form pores. (a) Potentials

optimized with IBI and relative entropy approaches, where the latter are

constrained to have a specific functional form (given in the

Supplementary Information). (b) Pore-size PDFs of the optimized

potentials in (a).

to colloids as well as to explore the range of parameters that can

be employed in the target simulation to successfully make pores,

particularly with respect to pore size and pore density.

In conclusion, we have used inverse design to discover a pair

potential that assembles particles into a fluid matrix surround-

ing a lattice of pores with prescribed size, in addition to other

complex fluid-pore microphases analogous to those seen in di-

block copolymer systems (clusters, columns, lamellar sheets, and

a bicontinuous phase). We have further demonstrated that the

assembly of such microphases can be achieved via a variety of

different interaction potentials displaying competitive attractive

and repulsive interactions.
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