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triggered in the RC core. Electron transfer in the RC core is de-

scribed phenomenologically by radical pair states RP1 , RP2 and

RP312,40. We assume that the primary step of charge separation

is initiated through the electronically excited core pigment ChlD1

(the location of ChlD1 in PS-II is illustrated in Fig. 1b) and de-

scribed by the rate equation

Chl∗D1PheoD1
ΓRP1−→ Chl+D1Pheo−D1. (1)

We neglect backward rates since fluorescence decay lines suggest

that charge recombination occurs on a much slower time scale

than primary electron transfer12. Within this limit we model pri-

mary charge separation as irreversible exciton trapping. In litera-

ture also more sophisticated models are discussed which include

multiple pathways of charge separation41,42.

We describe energy transfer in the C2S2M2 supercomplex

within a Frenkel exciton Hamiltonian for which we assume that

only one of the pigments is excited at once. The Hamiltonian of

the single exciton manifold reads

Hex =
N

∑
m=1

ε0
m|m〉〈m|+ ∑

m>n

Jmn(|m〉〈n|+ |n〉〈m|). (2)

Here |m〉 denotes the state in which pigment m is excited while

the other pigments remain in the electronic ground state. For the

inter-site couplings Jmn we distinguish between intra-complex and

inter-complex coupling terms depending whether or not pigments

m and n are located within the same protein. We use the same pa-

rameters for the exciton Hamiltonian as in a previous study by

Bennett et al. in Ref.22, in which the Hamiltonian for C2S2M2 is

constructed as follows: The exciton system for the individual pro-

teins of the LHCII-trimer, CP43, CP47, and the RC-core are taken

from the literature11–14,43, while the inter-protein couplings are

calculated using a dipole-dipole approximation. Since the struc-

tures of the minor complexes CP24 and CP26 have not yet been

resolved, they are substituted by LHCII monomers. Although the

exciton dynamics within the minor complexes are shown to be

roughly the same as the dynamics within LHCII11,44, we remark

that this replacement may affect transfer pathways. In Ref.22

also CP29 is replaced by a LHCII monomer (without pigment Chl

605). However, recently the Hamiltonian for CP29 has been re-

solved15. In order to isolate of how much the new CP29 Hamil-

tonian influences transfer and to compare the HEOM results with

previous approximate modified Redfield/generalized Förster sim-

ulations22, we carry out calculations for both models: (i) with the

CP29 Hamiltonian and (ii) with the LHCII monomer substitution.

The pigments are coupled to the protein environment modeled

by a set of independent harmonic oscillators

Hphon = ∑
m,i

h̄ωib
†
i,mbi,m, (3)

and we assume a linear coupling of the exciton system to the

vibrations

Hex−phon = ∑
m

|m〉〈m| ∑
i

h̄ωi,mdi,m(bi,m +b
†
i,m). (4)

The reorganization energy Hreorg = ∑m λm|m〉〈m|, with λm =

∑i h̄ωi,md
2
i,m/2 is added to the exciton Hamiltonian eqn (2). We

define the site energies as εm = ε0
m + λm. The phonon mode de-

pendent coupling strength is captured by the spectral density

Jm(ω) = π ∑
ξ

h̄
2ω2

ξ ,md
2
ξ ,mδ (ω −ωξ ,m). (5)

Frequently, the reorganization energy and the spectral density are

assumed to be site independent. However for the C2S2M2 su-

percomplex each of individual protein has its own reorganization

energies and own form for the spectral density22. The spectral

density for LHCII is extracted from fluorescence line narrowing

spectra. Since the experimental spectra cannot distinguish be-

tween the Chla and Chlb pigments we assume for both the same

spectral density composed of 48 vibrational peaks45,46. Transfer

times are not much affected by the structures in the spectral den-

sity and a coarse grained Drude-Lorentz spectral density is appro-

priate to describe energy transfer in LHCII38. More details about

how the parameter for the coarse grained spectral density are ob-

tained can be found in Ref.38. Microscopic details for the spectral

densities of the minor complexes and PS-II are not know. The

structure of CP29 is similar to the one of a LHCII monomer. Thus

we assume that the spectral density of CP29 can be substituted

with the LHCII spectral density15,22. For CP47 and the RC core

pigments λ = 38.64 cm−1 and λ = 50.23 cm−1, respectively are

suggested as reasonable values for the reorganization energy12.

For the RC core pigments also a higher reorganization energy is

discussed41,47. The explicit form and parameter for the spectral

densities used in this manuscript are given in the ESI†.

We include the primary step of charge separation phenomeno-

logically as irreversible population trapping, which we incorpo-

rate by anti-Hermitian parts in the Hamiltonian

Htrap =−ih̄ΓRP1/2 |ChlD1〉〈ChlD1|, (6)

where ΓRP1 defines the rate of the primary charge separation. In

a similar way we incorporate exciton losses

Hloss =−ih̄Γloss/2 ∑
m

|m〉〈m|. (7)

where we assume exciton lifetimes of (Γloss)
−1 = 2 ns. We char-

acterize transfer properties by the transfer efficiency

η =
∫

tmax

0
dt ΓRP1〈ChlD1|ρ(t)|ChlD1〉 (8)

and average transfer time

〈t〉= ΓRP1/η

∫

tmax

0
dt t〈ChlD1|ρ(t)|ChlD1〉. (9)

For numerical evaluations we replace the upper integration limit

by tmax which is chosen such that the total population within the

pigments of the C2S2M2 supercomplex has dropped below 0.001.

3 Method

We evaluate the exciton dynamics within the hierarchically cou-

pled equation of motion (HEOM) method31,34,35. HEOM is an

open quantum system approach which treats the coupling to the
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Fig. 2 Aggregated populations at T = 277 K in absence of trapping in the 93 site network comprising LHCII-m, CP24, CP29, CP47 and the RC-core.

The initial state is given by the highest exciton state within the domain of Hstrong which dominantly excites pigment Chlb 606 of the LHCII-m unit-1.

Depicted are the population dynamics within the (a) HEOM and (b) combined modified Redfield/generalized Förster approach. (c) Sketch of the layout

of the exciton energy bands, before (dashed boxes) and after (solid boxes) dissipation of the reorganization energy.

(d) Illustrates rough estimates for the time scales of how energy spreads across the individual proteins.

vibrational modes as a bath. The time evolution of the total den-

sity operator R(t), which characterizes the degrees of freedom of

the exciton system as well as the ones of the phonon bath, is gov-

erned by the Liouville equation

d

dt
R(t) =−

i

h̄
[H (t),R(t)] =−

i

h̄
L (t)R(t). (10)

We assume that the total density operator R(t) factorizes at initial

time t0 = 0 in excitonic and vibrational degrees of freedom R(t0) =

ρ(t0)⊗ρphon(t0). We trace out the vibrational degrees of freedom,

and get the time evolution for the reduced density matrix ρ(t)

describing the exciton degrees of freedom only

ρ(t) = 〈T+ exp
(

−
i

h̄

∫

t

0
dsL (s)

)

〉ρ(0). (11)

By employing second order cumulant expansion, using a Drude-

Lorentz spectral density Jm(ω) = 2λm
ωγm

ω2+γ2
m

in combination with a

high temperature approximation h̄γm/kBT < 1, we cast the time

non-local eqn (11) into a hierarchy of coupled time local equa-

tions of motion

d

dt
σ (n1,...,nN)(t) =

(

−
i

h̄
Lex −∑

m

nmγ
)

σ (n1,...,nN)(t)

+∑
m

i

h̄
V
×
m σ (n1,...,nm+1,...,nN)(t)

+∑
m

nmθmσ (n1,...,nm−1,...,nN)(t). (12)
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Page 4 of 9Chemical Science

C
he

m
ic

al
S

ci
en

ce
A

cc
ep

te
d

M
an

us
cr

ip
t



where we define ρ(t) = σ (0,...,0)(t), θm = i
(

2λ
kBT h̄

V
×
m (t)− iλγV

◦
m(t)

)

,

V
×
m •= [Vm, •], V

◦
m •= {Vm, •} and Vm = |m〉〈m|. The hierarchy can

be truncated for a sufficiently large hierarchy level ∑
Nsites

m=1 nm >

Nmax. Convergence of the hierarchy can be tested by compar-

ing deviations in the dynamics with increasing truncation level.

To increase the accuracy of the high temperature approximation

(HTA) of HEOM48 we include additional correction terms49 for

which we replace

Lex → Lex −
N

∑
m=1

2λ

β h̄
2

2ν

γ2
1 −ν2

V
×
m V

×
m

Θm → Θm −
2λ

β h̄

2ν2

γ2
1 −ν2

V
×
m . (13)

For structured spectral densities a similar hierarchical expansion

has been derived which relies on a decomposition of the spectral

density in terms of shifted Drude-Lorentz peaks50,51 or under-

damped Brownian oscillators35. The accuracy of the improved

high temperature correction can be validated by various means.

For example, convergence could be tested by including more Mat-

subara frequencies. However the slow convergence of the Mat-

subara expansion renders this approach numerically challenging.

Less numerically involved approaches include the validation of

the stationary state, which is expected to follow a thermal Boltz-

mann distribution for the parameter regime of C2S2M2. Also,

comparison of monomer line-shapes computed with HEOM to an-

alytically known results have been proposed as appropriate test

for the HTA38.

4 Discussion

Together with LHCII complexes, the C2S2M2 supercomplex aggre-

gates as a large photosynthetic network in the grana membrane.

For each C2S2M2 supercomplex there are about six additionally

loosely bound LHCII trimers4, which form a large antenna sys-

tem with densely packed chlorophylls. Energy is either absorbed

in the pool of loosely bound LHCII trimers and then transfered

to one of the peripherical LHCIIs of the C2S2M2 supercomplex

or absorbed directly in the LHCII trimers of C2S2M2. Further, to

some extent energy is absorbed in the minor complexes and PS-II.

We expect that the contribution of light absorption in the minor

complexes and PS-II to the photosynthetic yield is of less impor-

tance, since most of the photoactive area in the grana membrane

is covered by the LHCIIs. Thus, to reach a high photosynthetic

yield fast and efficient transfer from the LHCIIs toward the RC

core pigments of PS-II becomes indispensable.

In the following we investigate average transfer times and

the efficiency of energy transfer from the peripherical LHCII-m

monomeric unit labeled as unit-1 in Fig. 1 to the reaction center

in which the primary step of charge separation takes place. Since

the simulation of the complete C2S2M2 supercomplex with HEOM

is beyond the current capabilities of QMaster, we employ the pres-

ence of a certain amount of symmetry along x-axis and y-axis and

reduce the system to a multi-protein network composed of LHCII-

m, CP24, CP29, CP47 and the RC-core, comprising 93 pigments

in total. This reduction does not take into account transfer path-

ways between neighboring quadrants of the C2S2M2 supercom-

plex, which could open additional transfer pathways.

4.1 Energy gradient drives directionality

First, we keep track of the population dynamics in absence of

trapping and energy losses. We highlight of how energy spreads

among the different protein complexes which, as we will analyze

in detail, is driven by energy gradients in the pigments of the

C2S2M2 supercomplex. Further, we explore the influence of the

reorganization process on the exciton dynamics.

Following, we investigate the deficiency of the approximate

combined modified Redfield/generalized Förster method by com-

paring the population dynamics obtained from the combined

method with the HEOM results. The combined modified Red-

field/generalized Förster approach divides the exciton Hamilto-

nian eqn (2) into a strongly coupled part Hstrong (associated with

strongly coupled domains) and a weakly coupled part. Hereby

Hstrong is given by strongly coupled clusters with inter-site cou-

plings Jnm larger or equal than a certain threshold value. We fol-

low Ref.11 and use a threshold of 15 cm−1. The intra domain

dynamics is then modeled by modified Redfield, while the inter-

domain transfer is described by generalized Förster theory. We

use the same implementation for the combined modified Red-

field/generalized Förster approach as in38. Therein transfer time-

scales of the Chlb/Chla inter-band relaxation in a LHCII monomer

are discussed, and it is shown that the results of the combined

modified Redfield/generalized Förster approach are in reasonable

agreement with the HEOM results. Since the choice of initial con-

ditions of the combined method is restricted to eigenstates of cer-

tain domains in Hstrong we set the highest energy state of the

domain which predominantly populates pigment Chlb 606 of the

LHCII-m unit-1 as initial condition. To allow for comparison, we

use the same initial condition for the HEOM calculations.

Figure 2a depicts the aggregated population at the individual

protein complexes obtained within HEOM. Convergence of the

hierarchy depth is verified by comparing with a higher trunca-

tion level. Further, the stationary state is in good agreement with

a thermal Boltzmann distribution, which supports that the high

temperature approximation eqn (13) is valid. Details about the

convergence of HEOM are given in the ESI†. Overall energy trans-

fer and directionality is driven by energy relaxation along energy

gradients within the C2S2M2 supercomplex. LHCII and the minor

complexes (modeled by LHCII monomers without Chl 605) ex-

hibit the highest energies while CP47 and the RC core pigments

are lower in energy. The exciton, initially located at the unit-

1 LHCII-m monomer, spreads over the complete LHCII-m trimer

and populates the minor complexes. The fast initial spread, shows

as maxima in the aggregated populations at LHCII-m units-2 and

3. The highest population at the unit-3 is obtained after about

18 ps while the maximum population at unit-2 is reached a bit

later at about 43 ps. The high population of the LHCII-m unit-2

indicates that energy transfer does not exclusively proceed along

pathways corresponding to the shortest distance to PS-II and the

RC. The minor complexes are populated on a similar time-scale as

the monomeric LHCII-m units. On a slower timescale CP47 and

1–9 | 5
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Fig. 3 Trapping time evaluated for various rate constant of primary

charge separation ΓRP1 at T=277 K. The transfer time is given as

average over different initial conditions corresponding to eigenstates of

the isolated LHCII-m unit-1 monomer. The error bars mark the standard

deviations. We investigate changes in the transfer time induced by

structural changes in the Hamiltonian. We compare three different

scenarios, (i) Hex,CP29−Renger for which we use the CP29 Hamiltonian of

Renger et al. Ref. 15, (ii) Hex for which the CP29 is substituted by a

LHCII monomer (without Chl 605) and (iii) Hex,add reorg. for which we add

the reorganization energy to the site energies of LHCII-m and the minor

complexes of Hex

the RC core of PS-II get populated, and finally after about 250 ps

- 350 ps the system reaches steady state in which energy relax-

ation drives the population to the energetically low exciton states

at CP47. A schematic sketch summarizing the rough estimates for

the energy transfer time-scales is given in Fig. 2d.

The dynamics of the combined modified Redfield/generalized

Förster approach (Fig. 2b) diverges from the HEOM results in

several aspects. Overall relaxation is overestimated by the com-

bined modified Redfield/generalized Förster approach. Especially

transfer to LHCII-m unit-2 is about seven times faster and already

at 6 ps there is 0.29 population at the unit-2. Further, unit-2 gets

populated ahead of unit-3. Therefore the pathway of how en-

ergy spreads over the monomeric units of the LHCII-m trimer is

reversed when compared to the HEOM calculation and thus the

combined method does not predict reliable pathways of energy

flow during the first picoseconds. However, the main difference is

in the stationary population which is not only approached faster

(at about 150 ps - 250 ps) but predicts a much higher aggregated

population at CP47 and the RC. The combined modified Red-

field/generalized Förster approach overestimates the efficiency of

energy funneling towards the PS-II.

To understand the discrepancy in the stationary population we

need to investigate the energetic layout of the C2S2M2 supercom-

plex. The stationary state follows typically a thermal Boltzmann

distribution. However, the situation becomes more complicated

in presence of the reorganization process in which the reorgani-

zation energy dissipates during the dynamics which modifies the

energetic layout and affects the thermal population. The boxes in

Fig. 2c indicate the extension of the exciton bands of the isolated

proteins. The dashed lines correspond to the situation where the

site energies comprise of the bare excitation energy plus the re-

organization energy. Due to the reorganization process the ener-

getic structure changes during the dynamics and the energy of the

proteins is lowered by the reorganization energy. Especially the

band of the monomeric LHCII-m units and the band of the minor

complexes shifts to lower energies while the small reorganization

energies at CP47 and RC induce only minor modifications. In

total the already flat energy gradient gets even more flattened.

This has a significant impact on the thermal population. Without

the reorganization process (dashed lines) we expect a thermal

population of about 0.75 at the pigments of PS-II. Taking into

account the reorganization process (solid line) reduces the effi-

ciency of energy funneling and only a population of 0.56 accu-

mulates at PS-II. Our analysis is in consistency with the findings

for the population dynamics and explains the strong deviations

in the stationary state between HEOM and the combined modi-

fied Redfield/generalized Förster method. We note that for the

combined modified Redfield/generalized Förster method the ef-

fect of the reorganization energy on the thermal population can

be corrected by subtracting the reorganization energy from the

exciton Hamiltonian prior to the dynamics. This is based on the

assumption that the reorganization energy dissipates on an in-

finitely fast time-scale. With this inclusion of the reorganization

process the combined modified Redfield/generalized Förster ap-

proach gives the correct thermal population. Nevertheless, the

time-scale of energy relaxation is still overestimated. Further, de-

spite the inclusion of the bath reorganization, the combined mod-

ified Redfield/generalized Förster approach does not give an ac-

curate prediction of energy transfer time-scales in the early stages

of the transfer process (first ∼50 ps). For more details we refer

the reader to the ESI†.

4.2 The reorganization process affects transfer efficiency

In the following we investigate how minor changes in the ener-

getic layout of the C2S2M2 supercomplex influence transfer prop-

erties such as transfer efficiency and average transfer time. As we

have discussed in detail in the previous section, one mechanism is

the reorganization process. Here, we continue the discussion and

examine how much the reorganization process affects transfer ef-

ficiency. Another aspect is the influence of the replacement of

the minor complexes with LHCII monomeric units on the transfer

properties. For instance the recently derived exciton Hamiltonian

of CP29 shows various differences from the exciton system of a

LHCII monomer15.

We incorporate the primary step of charge separation by irre-

versible energy trapping as is described in section 2. Different val-

ues for the rate constant of primary charge separation ΓRP1 have

been predicted from fits to fluorescence decay lines, ranging from

Γ−1
RP1=0.1 ps12 to Γ−1

RP1=0.64 ps22. Pump-probe spectra predict

even larger time constants for the Pheo reduction of about 3 ps40.

We do not explicitly take into account mechanisms of photopro-

tection and quenching and phenomenologically describe exciton

losses by assuming an exciton lifetime of (Γloss)
−1 = 2 ns.

In the following we carry out HEOM simulations in which
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Fig. 4 Snapshots of the exciton dynamics in presence of population trapping in the reaction center ( Γ−1
RP1=0.5 ps) at T = 277 K. The spheres represent

the position of the individual pigments while the radii reflect the population at each pigment (we employ a arctan scale). The color encodes the

population at the individual protein complexes. Spheres in gray indicate pigments with less than 0.0079 population. As initial condition we use the

highest eigenstate of the isolated LHCII-m unit-1. The upper and lower panels show results for two different Hamiltonians, Hex,CP29−Renger and Hex

respectively. Both differ in the structure of the minor complex CP29.

we include trapping and energy losses. To investigate the ef-

fects of the reorganization process on the energy transfer times,

we slightly modify the Hamiltonian of the C2S2M2 supercomplex

in a benchmark calculation for which we artificially restore the

original energy gradient across the pigment proteins by adding

the reorganization energy of 220 cm−1 to the site energies of

LHCII and the minor complexes. We neglect the minor ener-

getic changes induced by the reorganization process at the pig-

ments of CP47 and the RC and denote the modified Hamiltonian

as Hex,add reorg.. Relaxation time scales in the population dynam-

ics are hardly affected by the shifts in the site-energies, but the

thermal state adjusts now according to the modified energy gra-

dient. For Hex,add reorg. we obtain a similar thermal state in the

population dynamics with high population at the PS-II pigments

(0.81) as is predicted by the calculations with the combined mod-

ified Redfield/generalized Förster method. The small deviations

largely result from the fact that we did not add additional reorga-

nization energies to the site energies of CP47 and RC.

The transfer time as a function of trapping rate follows a lin-

ear trend for the considered parameter regime as is illustrated

in Fig. 3. We assume that initially the exciton is located at the

LHCII-m unit-1, and we populate the initial density matrix ac-

cording to eigenstates of the isolated LHCII monomeric unit. The

shown results correspond to transfer times averaged over all 14

exciton states used as initial condition. The chosen initial condi-

tions show similar transfer times, which is also reflected by the

small standard deviations (5-6 ps). Transfer times (efficiency)

for the C2S2M2 supercomplex (marked by the red circles) are in

the range between 242 ps (88.0%) and 302 ps (85.2%), depend-

ing on the trapping rate ΓRP1. Hex,add reorg. exhibits a more effi-

cient energy funneling towards the pigments at PS-II and there-

fore transfer is faster by about 36 ps to 53 ps. Previous cal-

culations based on the combined modified Redfield/generalized

Förster method predict transfer times of about 200 ps for transfer

from peripherical domains to the Chl D1 in the RC22. This is in

good agreement with our results for Hex,add reorg. which yields a

transfer time of 211 ps for trapping rate of ΓRP1 = 0.5 ps which is

similar to the one used in Ref.22.

4.3 Minor complex CP29 guides transfer

Since already the reorganization process alters the energy transfer

efficiency, we expect that the substitution of the minor complexes

by LHCII monomers may also significantly affect the energy trans-

fer properties. In this section we use the Hamiltonian of CP29

derived by Renger et al. Ref.15 instead of the LHCII monomer

replacement. We denote the new Hamiltonian as Hex,CP29−Renger,

while the previous situation with the LHCII monomer substitution

is referred to as Hex.

For Hex,CP29−Renger the pigments of CP29 form a lower energy

band than the LHCII monomers. This has a two-fold implica-

tion on the transfer process. Firstly, the energy gradient between

the outer LHCII antenna and the minor complex CP29 gives rise

to an additional grade of directionality and supports fast trans-

fer from the peripherical LHCII-m trimer to CP29. The minor

complex CP29 presumably acts as exit marker which guides en-

ergy from the outer antenna towards pigments closer to the re-
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Fig. 5 Aggregated populations for Hex,CP29−Renger in presence of

trapping (ΓRP1 = 0.5 ps) at 277 K. Energy accumulates at low-energy

bottleneck states at CP29 and CP47 limiting transfer to the RC.

action center. Secondly, the pigments of CP29 and CP47 form a

spatially extended region of low-energy states and hence energy

accumulates at pigments in proximity to the RC, while the final

transfer step to the RC core pigments is energetically uphill and

therefore slow. Overall the two effects result in a slightly slower

energy transfer within the C2S2M2 supercomplex while includ-

ing the CP29 Hamiltonian, see Fig. 3. For large trapping rates

ΓRP1 > 1 ps the slow down of the energy transfer gets more pro-

nounced.

Figure 4 charts snapshots of the exciton dynamics. The upper

(lower) panels correspond to Hex,CP29−Renger (Hex). The radius

of the colored spheres represents the population at each pigment.

For better visualization we use an arctan scale. The spheres are

uncolored if the population remains below 0.0079. Initially the

highest eigenstate of the LHCII-m unit-1 is excited. Both Hamil-

tonians show a fast spread of the energy and at 12 ps the energy

distributes across the whole LHCII-m timer. While Hex distributes

population equally among the minor complexes, Hex,CP29−Renger

yields a more directed energy transfer towards the CP29 and

CP47. For longer times of 150 ps energy accumulates at the

low energy states at CP29 and CP47 for Hex,CP29−Renger and thus

forms a bottleneck for transfer to the RC. The bottleneck is less

pronounced for Hex. The RC pigments do not show significant

population at any time since as soon as energy enters the RC there

is fast transfer to Chl D1 and the fast time-scale of primary charge

separation leads to the trapping of the population.

The rate limiting step in the transfer chain is the energetically

up-hill transfer to the RC core. This is illustrated best in the aggre-

gated population dynamics in presence of trapping in the reaction

center, Fig. 5. We obtain a fast decay of population in the LHCII-

m and after 100 ps more than 0.75 of the population has left the

LHCII-m trimer. At the same time about 0.44 of population accu-

mulates in CP29 and CP47. After 300 ps still 0.2 of the population

remains at CP29 and CP47.

5 Conclusion

With QMaster, a high-performance implementation of the HEOM

method, accurate calculations of excitonic energy transfer in

multi-protein photosynthetic functional units such as the C2S2M2

supercomplex become feasible. We investigate transfer times and

transfer efficiency of energy conversion within the primary step

of charge separation.

The general concept behind energy transfer in C2S2M2 is given

by energy relaxation. Due to the flat energy gradient across the

proteins, even small variations induced by the reorganization of

the molecular coordinates within the excited potential energy sur-

face, affect the energy transfer process. The impact of the reorga-

nization process is rather significant and energy relaxation drives

much less population to CP47 and the RC than expected from

the site energies of the Hamiltonian. The reorganization pro-

cess induces a noticeable drop in the transfer efficiency of about

1.8% to 2.6% in absolute numbers for a 2 ps exciton lifetime, and

thus cannot be neglected in simulations of energy transfer in large

multi-protein complexes.

Our simulations suggest that the minor complex CP29 acts as

exit marker and adds directionality to the energy transfer from

the peripherical LHCII to the proteins in the proximity to the RC

core. The C2S2M2 supercomplex is not optimized for efficient

transfer. Energy accumulates in low energy states at CP29 and

CP47, while the final transfer step needs to overcome an energy

barrier and therefore is slow. Thus the energy transfer exhibits

the character of a transfer-to trap limited model. In conclusion,

within our model, we show that the structural layout of C2S2M2

is not optimized for efficient transfer and suggests that photopro-

tection considerations are very relevant. The extension of accu-

rate HEOM models to this case is possible and a promising direc-

tion for future research. Our accurate simulations provide a first

step toward a consistent description of energy transfer in multi-

protein networks such as C2S2M2. The currently used parameter

sets for the individual proteins are largely obtained empirically

by fitting simulations based on approximate methods to experi-

mental spectra, and a refinement of the individual Hamiltonians

may be needed. To this end, future works need to focus on the

comparison of the accurate HEOM calculations with experimen-

tal data, such as absorption spectra, circular dichroism spectra or

hole-burning data52.
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3 R. Kouřil, J. P. Dekker and E. J. Boekema, Biochim. Biophys. Acta, Bioenerg.,

2012, 1817, 2.

4 C. Duffy, L. Valkunas and A. Ruban, Phys. Chem. Chem. Phys., 2013, 15, 18752.
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