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structural features of the material at the atomic level, originat-
ing from the atomic type and the geometric arrangement of the
atoms. When microscopic friction involves only atomic layers of
the bulk structure with no structural irregularities (dislocations,
layer truncations etc.), we can name it as intrinsic friction, since
it can be considered as a property peculiar of the pure compound
without imperfections. In consequence, all tribological properties
originating from intrinsic friction, will be referred as intrinsic of
the considered system. The knowledge of the intrinsic tribologi-
cal properties is nowadays becoming mandatory with the advance
of the experimental techniques, now capable to micromanipulate
free-standing atomic layers.19

We here propose a protocol to disentangle the electro-
vibrational coupling contributions to the atomic motions that may
facilitate interlayer slip, hence affecting intrinsic friction. Thanks
to its universal applicability, our approach can be promptly ex-
ploited to engineer the lattice dynamic properties and the elec-
tronic distribution in materials for diverse applications other than
tribology, like in optical or electronic devices. We also extend the
present analysis to the specific Ti-doped MoS2 phase that we al-
ready identified as promising TMD-based candidate. To this aim,
we will disentangle the electronic from the structural features of
MX2 TMDs that determine the bulk contribution to intrinsic fric-
tion at the quantum mechanical level, using Density Functional
Theory based techniques. We will exploit the recently developed
lattice dynamics descriptor, named cophonicity,11 to capture how
each atomic species contributes to a specific vibrational band (see
Electronic Supplementary Information). With such descriptor, we
are able to disentangle the atomic electro-structural contributions
to the lattice vibrations affecting the layer sliding. Our approach
enables us to capture the electronic and geometric features that
are common to the MX2 systems and responsible of the intrinsic
frictional properties under external load. Finally, we suggest a
route to select and modify the MX2 stoichiometry and geometry
to obtain TMD compounds with improved intrinsic tribological
response under load.

2 Methods

MX2 transition metal dichalcogenides are formed by layers cou-
pled by weak van der Waals forces that allow relative sliding un-
der tribological conditions. Each layer is formed by hexagonally
packed metal atoms (M) forming covalent bonds with six chalco-
gen anions (X) in a trigonal prismatic cordination (Figure 1).
Several stable TMDs polymorphs and polytypes are found,1 some
transforming into each other by sliding of subsequent layers. Slid-
ing motions include reorientations of one layer with respect to
its two adjacent ones by means of rotations about an orthogo-
nal axis. The complex atomic displacements that result into layer
sliding, either commensurate or not, can be represented as linear
combinations of displacement patterns, e.g. vibrational modes, of
two adjacent layers of the most stable configuration. We focus on
model systems with two layers in the unit cell and we choose 2H
polymorph crystalline MX2 structures as model geometries, with
M=Mo, W and X=S, Se, Te, and hexagonal P63/mmc symmetry
(SG 194); for simplicity, we will refer to them as MX by dropping
the stoichiometric coefficients. We choose the 2H configuration

Table 1 Mode Grüneisen parameters γi(~q) of the ω4−5(Γ), ω6(Γ),

ω1−4(A) and ω5−6(A) mode frequencies, and Cph(M-X) cophonicity

(cm−1) of the M-X atomic pair of the MX and Ti:MoS systems.

System γ4−5(Γ) γ6(Γ) γ1−4(A) γ5−6(A) Cph(M-X)
MoS 3.7 5.3 2.6 4.9 0.00
MoSe 4.1 5.1 4.4 4.9 -0.39
MoTe 3.0 3.9 3.4 3.7 -0.75
WS 3.9 5.7 3.0 5.6 0.26
WSe 4.1 5.3 3.7 5.2 0.10
WTe 4.9 9.3 4.9 9.2 -0.36
Ti:MoS 5.5 8.7 5.9a 8.3a -0.17b

a Z(1-6) modes of Ti:MoS model correspond to A(1-6) modes of
MX systems.
b Global cophonicity of Ti:MoS system calculated as weighted
average of the Cph(Mo-S) and Cph(Ti-S) cophonicities, with
weights corresponding to the M stoichiometric coefficients.

in which two adjacent layers are oriented in such a way that an
M atom of one layer is aligned with two X atoms of the other
one along the direction orthogonal to each layer (c-axis in our
setting — see Figure 1a); we make this choice following the out-
comes of a recent ab initio study on the MoS2 compound:10 in
this, authors show that this configuration is the most stable one
among those considering several arrangements of two subsequent
MoS2 layers. We also consider the MoS optimized structure and
we substitute a Mo atom with one Ti atom in such a way that,
within a single layer, its first neighbouring cation shell is formed
only by Mo atoms, building the Mo3Ti1S8 (Ti:MoS) system with
orthorhombic Cmcm (SG 63) symmetry (Figure 1b).

Our calculations are performed on 2× 2× 2 supercells of the
MX2 and Mo3Ti1S8 unit cells, within the framework of the den-
sity functional theory (DFT), using the projector-augmented wave
(PAW) formalism and the Perdew-Burke-Ernzerhof (PBE) energy
functional20 with van der Waals correction as implemented in
VASP.21 We paid particular attention to the choice of the de-
scription of the Van der Waals interactions, since it is recognized
they play an important role in determining the static and dynamic
properties of TMDs;22 after preliminary benchmarks, we chose
the Grimme correction,23 that is able to capture the structural
features. The Brillouin zone is sampled with a minimum of a
5×5×3 k-point mesh and plane wave cutoff of 550 eV. Full struc-
tural (atoms and lattice) relaxations are initiated from diffrac-
tion data24–29 and the forces minimized to a 0.5 meV Å−1 tol-
erance. We computed the phonon band structure and the mode
Grüneisen parameters of each considered system with the aid of
the PHONOPY software.30

3 Results and Discussion

We are here interested into the dynamic response of the bulk
in the presence of external load. We are going to focus on the
atomic motions that affect a global slide of adjacent layers, in
order to study the intrinsic friction of the systems. Such motions
can be represented by means of linear combinations of vibrational
modes, each having an associated vibrational frequency that de-
pends on the atomic species; the lower is the frequency, the eas-
ier the sliding motion can be promoted. In terms of the classi-
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tributions, in order to design new TMDs with enhanced frictional
response.

We first relax the system geometries and compute the corre-
sponding phonon band structure along a standard31 linear path
joining the high-symmetry points of the irreducible Brillouin zone
(IBZ); we do not find unstable displacements, confirming that
atomic positions are in a stable configuration. We label phonon
bands with progressive integer numbers according to standard
convention, starting from the lowest associated frequency. In such
description, Γ(1) represents the vibrational mode relative to the
band number 1, that is the displacive mode associated to the low-
est frequency ω(Γ)1 at the Γ point of the IBZ; analogously, Γ(2)

is associated to the vibrational mode with frequency ω(Γ)2 such
that ω(Γ)3 ≥ ω(Γ)2 ≥ ω(Γ)1 and so on. We here recall that de-
generacy of vibrational modes in MoS system is partially lifted
in Ti:MoS model, having the latter a lower number of symme-
tries. According to the displacement patterns, A(1-4) degenerate
modes of MX systems correspond to Z(1-2) and Z(3-4) degener-
ate modes of Ti:MoS model, respectively, while A(5-6) degener-
ate modes correspond to Z(5-6) degenerate modes, respectively;
however, for brevity, we will still call the Z(1-6) modes as A(1-6),
without affecting the clarity of our discussion.

The presence of external load determines a change in the vol-
ume of the unit cell. To study how the load affects the mode
frequency, we start by computing the mode Grüneisen parame-
ters γi(~q) for each i-th mode at each point ~q of the selected IBZ
path; γi(~q) is defined as

γi(~q) =−
V

ωi(~q)

∂ωi(~q)

∂V
(1)

and it is a measure of how the frequency ω of the i-th mode
at wave vector ~q changes with the volume V of the unit cell.
We find that the γi(~q) amplitudes are highest for ω(Γ)4−6 and
ω(A)1−6 (Table 1), while all the remaining mode frequencies
show |γi(~q)| ≃ 1. This means that the modes that are mostly af-
fected by a change of the unit cell volumes are: i) the degenerate
Γ(4-5) modes, corresponding to rigid layer sliding in the ab-plane
(Figure 2a), ii) Γ(6), representing a rigid layer shift along the
c-axis that changes the interlayer distance (Figure 2b), iii) the
degenerate A(1-4) modes, producing layer sliding in the ab-plane
accompanied by asymmetric stretching of the X–M–X bond, main-
taining constant the interlayer distance (Figure 2c), iv) the degen-
erate A(5-6) modes, corresponding to a change of the interlayer
distance and a flattening of the MX6 polyhedra (Figure 2d). We
will focus our discussion only on the modes that we just described
since all the remaining modes are less affected by a change in the
unit cell volume, hence preserving the characteristic frequencies
in the presence of external load.

We now want to relate the stability of the mode frequency to
the chemical composition. We consider the phonon density of
states of the relaxed systems and evaluate the cophonicity of the
M-X atomic pair (Table 1) in the frequency range [0,70] cm−1;
we choose such range to be the same for all the systems because
the frequencies of the modes we are focusing on fall within such
integration range, irrespective of the considered chemical com-
position. We then relate the M-X pair cophonicity to the mode

Grüneisen parameters. We find that, for rigid layer sliding (Γ(4-
5)) or for those modes involving interlayer distance variation
(Γ(6), A(5-6)), γi(~q) is the lowest when the lowest cophonic-
ity is realized (MoTe system); this tells us that such modes are
less affected by a change in the unit cell volume if the M and
X atoms contributions to the corresponding energy band show
the lowest mixing. The A(1-4) modes, instead, turn out to be
more stable against volume variations when the M and X atoms
equally contribute to the corresponding frequency, hence realiz-
ing Cph(M-X) ≃ 0 (MoS system). Based on these results, among
the explored chemistries, the dynamic bulk features of the MoTe
system are the most stable ones against unit cell volume varia-
tions.

The evaluation of the mode Grüneisen parameters is done
within the approximation of isotropic variations of the relaxed
volume. However, thanks to the presence of interlayer gaps de-
termining the layered structure of the studied TMDs, the X–X dis-
tances across the gap can be affected more easily than the in-
tralayer atomic spacing, where stronger atomic bonds make the
M–X coordination more rigid. For this reason, in tribological con-
ditions, external load applied along the c-axis affects mainly the
interlayer distances, hence producing a non-isotropic change in
the unit cell volume. We therefore choose to extend our mode
Grüneisen analysis to specific anisotropic variations of the vol-
ume, in order to focus on the structural response in the pres-
ence of external load. We want to compare the results at par-
ticular structure configurations; for this reason, instead of fixing
the value of the load along the c-axis, we will model the pres-
ence of load in this way: starting from the relaxed structures,
we will build new model systems by rigidly shifting two subse-
quent MX2 layers to vary the interlayer distance d0; calling δIL

the difference d −d0, where d is the distance after the rigid shift,
we build 6 model geometries for each of the considered system by
setting δIL =±0.5,±1.0 and ±1.5 Å, respectively. With this choice,
a negative value of δIL represents a compression along the c-axis,
which is typical for sliding of perfect crystal or TMD 2D sheets.
However, topographic features can locally cause decrease in con-
tact pressure to zero (i.e. δIL = 0) or even separate two layers
at the sliding interface (Figure 3a). Such scenario occurs when
TMD sheets are bended during sliding, as illustrated in Figure 3b.
It is worthy to note here that, in our simulations, δIL = −1.5 Å
correspond to an external pressure greater than 80 GPa for all the
considered chemistries. We are aware that an isostructural phase
transition from 2Hc to 2Ha polytype is observed for MoS2 between
20 and 29 GPa;32–34 on the other hand, experiments performed
in the presence of high pressure have been reported only for few
of the considered systems other than MoS2, and no phase tran-
sitions have been found for them nor are expected.35,36 For this
reason, to make a complete comparison at different δIL among
the calculated quantities of all the systems, we do not consider
the MoS2 phase transition at high pressure.

We then analyze the variation of ω(Γ)4-6 and ω(A)1-6 with δIL

(Figure 4). Irrespective of the atomic types, increasing the in-
terlayer distance (δIL > 0) reduces the vibrational frequencies,
tending to similar absintotic values. This is an expected result
because the displacement patterns of the considered modes in-
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consequent reduced M–X bond covalency; the latter turned out
to be a convenient descriptor to understand the origin of the vi-
brational beavior of the system in the presence of external load.
To further disentangle the atomic contributions to the vibrational
response, we now calculate the M-X pair cophonicity at the con-
sidered δIL values, in order to understand how the relative M/X
atomic contribution to the vibrational bands is affected by the
interlayer distance (Figure 7b). Interestingly, we find an abrupt
variation of Cph(M-X) at δIL = −1.5Å, supporting the idea that
significant electro-structural coupling effects arise at high load;
on the other hand, irrespective of the atomic types, Cph(M-X) can
be considered constant for δIL ≥ −1.0Å. This last result tells us
that once the chemical composition and the M-X connnectivity are
fixed, M-X pair cophonicity is a feature of the MX and Ti:MoS sys-
tems, that is preserved if the external load is not extremely high.
We can therefore use the M-X cophonicity calculated at zero load
to characterize the system and its response under load.

The variability of the structural response can be quantified in
terms of the amplitude of the interval within which each mode
frequency changes: the higher is such amplitude, the higher is the
variation of a specific frequency with the external load. We define
the variation amplitude ∆ω (~q) of the frequency ω associated to
the ~q point of the IBZ as

∆ω (~q) = max
ω

[ω(~q)]−min
ω

[ω(~q)] (3)

where maxω [ω(~q)] and minω [ω(~q)] are the highest and the low-
est frequency ω at fixed ~q point of the IBZ. The smaller ∆ω (~q) is,
the smaller the variation amplitude of the vibrational frequency
is; a system with small ∆ω (~q) shows bulk properties that are less
affected by the external load. We calculate ∆ω for the Γ(4-5),
Γ(6), A(1-4) and A(5-6) modes, respectively. The variability of
the structural response is strictly connected to the chemical com-
position; we then connect the frequency variation amplitude to
the M-X cophonicity by evaluating ∆ω for δ ∈ [−1.0,1.5] Å, where
Cph(M-X) can be considered constant. We find that, irrespective
of the mode, the minimum ∆ω is realized at Cph(M-X) = −0.36

cm−1, corresponding to the WTe system (Figure 7b). Moreover,
concerning the Γ(4-5) and A(1-4) sliding modes, Ti:MoS system
shows a small ∆ω value similarly to WTe. These outcomes suggest
that, in the presence of external load, the Ti:MoS and WTe bulk
contributions to the sliding are expected to be the least affected
among the studied systems. We here note that in our previous
study on MX2 TMDs,11 we already discussed how, in absence of
load, the Ti:MoS bulk contribution to the macroscopic friction is
expected to be the same as that of WTe compound.

We want to know how to tune ∆ω in order to determine how
prone the material is to change its response under load; to this
aim, we prefer to rely on properties that are characteristic of the
system with no load, in order to reduce the number of parameters
to consider to build our models. We showed how the variation of
the frequencies, those associated to the modes mostly affected by
unit cell volume changes, is due to charge flow between the inter-
layer and intralayer region, induced by variations of the interlayer
distance; such charge redistribution affects the M–X bond cova-
lency, being thus a function variable with the load. On the other

hand, we observed that Cph(M-X) can be considered as constant in
almost all the explored δIL range; we can thus exploit this fact to
use the cophonicity of the system to control the phonon frequen-
cies variation amplitude ∆ω . M-X pair cophonicity is a measure of
the M/X relative contribution to a selected frequency interval; it
depends on the M and X atomic masses, the geometry of the sys-
tem and the electronic density distribution, thus the M–X bond
covalency, this latter determined in turn by both atomic types and
the geometry of the system. This easily shows how cophonicity
captures several entangled properties into one unique descriptor
and what are the parameters that can be adjusted to finely tune
the cophonicity value. For example, structural distortions can be
induced by selective cation substitution, inducing in turn varia-
tions to covalency, hence to cophonicity (for a complete discus-
sion see Ref. 11). Moreover, the electronic distribution, hence the
cophonicity, can be tuned by external electric fields, as is the case
of particular applications of TMDs in which they are used to re-
duce friction between electrically conducting contacts in motion.
In this last respect, the protocol detailed in this work will be bene-
ficial for future studies on how to engineer the electronic distribu-
tion so as to tune the electronic gap in TMDs to favor the electric
conductivity. In future works, we will discuss how to selectively
tune the charge transfer for optimal frictional properties; never-
theless, the related outcomes will outline a general approach that
can be promptly extended to broad classes of materials with di-
verse applications other than tribology.

4 Conclusions

In the present work, we study the electronic and vibrational
contributions to the intrinsic friction of MX2 transition metal
dichalcogenides by applying the investigation protocol outlined
in Figure 8.

We first analyze the distortion patterns to characterize the
phonon modes calculated in the IBZ; we then compute the mode
Grüneisen paramaters to isolate those modes that are mainly af-
fected by a change in the unit cell volume and studied how the
associated vibrational frequencies change by changing the inter-
layer distance.

We individuate the electronic origin of the frequency shift by
analyzing the electronic charge distribution about the atomic
species at different interlayer distances. We find that compress-
ing the system along an axis orthogonal to parallel layers induce
charge flow from the interlayer to the intralayer region. Specif-
ically, we observe that the M cation accomodates the excess of
electronic charge via a change in the eg orbital population; this
corresponds to charge accumulation along an axis orthogonal to
the layer and containing the M cation.

The fragmented information provided by the orbital polariza-
tion analysis is recollected by means of the covalency descriptor.
The M–X bond becomes more ionic after charge accumulation on
the M cation, while it preserves its covalent character at increased
interlayer distance. Covalency is thus varying with variable load;
on the other hand, we find that the M-X pair cophonicity can be
considered constant in a wide load range. We therefore choose
the cophonicity, calculated at null load, to characterize the sys-
tem and its response.
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