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Computational Insights into Inhibitory Mechanism of Azole 

Compounds against Human Aromatase  

Jinya Cai, Junhao Li, Juan Zhang, Shihui Ding, Guixia Liu, Weihua Li*, and Yun Tang* 

Human aromatase, also known as cytochrome P450 19A1, specifically catalyzes the conversion of androgens to estrogens, 

and therefore represents one of important drug targets for the treatment of breast cancer. Recently, azole compounds 

previously used as agricultural fungicides and antimycotic drugs were reported to exhibit potent inhibitory activity against 

aromatase. However, the molecular mechanism of these azole compounds against aromatase remains unclear. In this 

study, a combination of molecular docking and several types of molecular dynamics (MD) simulations including 

conventional MD, random acceleration MD and steered MD, was employed to investigate the interactions of aromatase 

with letrozole and imazalil, two azole compounds with distinct inhibitory activities against aromatase. The binding modes 

of these two inhibitors were obtained by molecular docking and refined by MD simulation. The binding free energies were 

calculated based on the MD snapshots by using the MM-GBSA method and were found to be in agreement with the 

relative potency of the experimental binding affinities. Our results further demonstrated that these inhibitors had different 

favorable unbinding pathways in aromatase, and the unbinding manners differed in their favorable dissociation routes. 

Several residues lining the pathways were found important for the inhibitor egress. These findings would be helpful not 

only for understanding the inhibitory mechanism of azole compounds against aromatase, but also for designing new 

aromatase inhibitors. 

Introduction  

Human aromatase, also known as cytochrome P450 19A1 

(CYP19A1), is a member of the CYP superfamily. Aromatase is 

the only known enzyme that specifically catalyzes the 

biosynthesis of estrogens (estrone, 17β-estradiol, and 17β, 

16α-estriol) from androgens (androstenedione (ASD), 

testosterone, and 16α-hydroxytestosterone).1, 2 High levels of 

estrogens could lead to abnormal cellular proliferation, which 

is related to several diseases such as hormone-dependent 

breast cancer, endometriosis and gynecomastia.3 Thus, 

inhibition of aromatase has become an effective strategy to 

combat these diseases. Several aromatase inhibitors such as 

exemestane, anastrozole, and letrozole (LTZ) have become the 

clinically used drugs for the treatment of estrogen receptor 

positive breast cancer.4-6 However, the side effects of these 

drugs make researchers try to discover new aromatase 

inhibitors. 

 Due to the importance of aromatase as a drug target, lots 

of experimental and theoretical studies have been carried out 

to elucidate the catalytic mechanism and to unveil the three-

dimensional structure of this enzyme. The catalytic process 

was proposed to accomplish via three-step consecutive 

oxidative reactions, by which ASD was firstly hydroxylated to 

19-methyl-ASD and then aromatized the A ring through the 

C10-C19 bond cleavage process.7,8 Recently, the crystal 

structures of aromatase in complexes with ASD or steroidal 

inhibitors have been determined, which provides a basis for 

exploring the interactions of aromatase with ligands and for 

structure-based ligand design.9, 10 Utilizing the crystal structure 

of aromatase, Galeazzi et al. and Suvannang et al. analyzed the 

binding modes of aromatase with its inhibitors by molecular 

docking and molecular dynamic (MD) simulations.11, 12 Park et 

al. investigated the effect of protein environment on the 

binding of ASD in the active site of aromatase by using long-

time MD simulations.13 

Despite these efforts made to unveil the catalytic mechanism 

and interactions of aromatase with ligands, a full 

understanding of the ligand recognition mechanism of 

aromatase is still lacking. The crystal structure of aromatase 

exhibits a similar fold as other CYPs, in which the catalytic 

active site is deeply buried inside the protein fold. Thus, an 

intriguing question about aromatase is how 

substrates/inhibitors enter into or release from the buried 

active site. This issue is important because the ligand channel 

may influence the ligand recognition and catalytic activity of 

the enzyme. Sgrignani et al. recently found that there exist a 

few possible entry/exit routes for ASD and O2 passage in 

aromatase and the solvent channel is the most energetically 

favored pathway.14 Jiang et al. found that the F-G loop of 

aromatase has large flexibility, which renders this region to 
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have a high possibility serving as a ligand access channel.15 

However, studies from other CYPs suggested that the selection 

of the pathways might depend upon the type of CYPs and the 

specific properties of ligands.16-18 Apart from the canonical 

binding site above heme, Sgrignani et al. recently discovered 

that aromatase may possess multiple allosteric sites to 

recognize its inhibitors taxmoxifen metabolites.19 These sites 

are located at the surface of aromatase. Occupation of these 

peripheral sites may block substrate/inhibitor access and 

product release, which offers a new strategy for drug design. 

However, identification of these peripheral sites is challenging. 

Discovery of ligand unbinding channels is essential to achieve 

the goal, since the exit of the channels might serve as the 

peripheral binding site.  

Azole compounds (imidazoles and triazoles) are widely used as 

antifungal drugs and their derivatives are also used as 

agricultural fungicides.20 Many azole compounds have been 

shown to disrupt the normal function of aromatase at the 

transcriptional and cell levels.21-23 Imazalil (IMZ), one of the 

azole fungicides, was recently reported to exhibit the 

inhibitory activity toward aromatase.24 IMZ shares an 

analogous heterocyclic scaffold with the most potent 

aromatase inhibitor LTZ, but the experimental data showed 

that these molecules exhibited distinctive IC50 (9.9 nM for LTZ 

vs 1100 nM for IMZ) and Ki values (13 nM vs 278 nM). 24 At 

present, however, the mechanism underlying the different 

inhibitory activities of these two similar compounds remains 

unclear. In addition, whether these azole inhibitors share the 

same dissociation pathway(s) with the substrate ASD also 

remains to be answered. In this study, the binding modes of 

LTZ and IMZ were explored by molecular docking and MD 

simulation. The molecular mechanics/Generalized Born 

Surface Area (MM/GBSA) method was then employed to 

calculate the binding free energies and detect corresponding 

key residues that form interaction for ligand binding. After that, 

multiple random acceleration MD (RAMD) and steered MD 

(SMD) simulations were conducted to search the possible 

egress pathways and identify the most favorable pathway(s). 

The difference between these two ligands recognized by 

aromatase was finally discovered. 

Methods 

Structure Preparation 

   The initial structures of the inhibitors LTZ and IMZ were 

obtained from ZINC.25, 26 Due to a chiral center in IMZ, both R- 

and S-isomers were considered in this study. The ligands were 

geometrically optimized with the MacroModel module27 of the 

Schrödinger software package. The initial structure of 

aromatase was taken from Protein Data Bank (PDB). To date, 

there are several crystal structures available for aromatase. 

The crystal structure of aromatase complexed with ASD (PDB 

entry code 3S79) was chosen due to its highest resolution (at 

2.75 Å). The crystal structure was then pretreated with the 

“Protein Preparation Wizard” workflow in Maestro version 

9.3.28  

    Automated docking of LTZ and IMZ into the active site of 

aromatase was performed using GOLD version 5.2.29 The 

center of the grid was placed on the heme iron and the 

residues within 15 Å around the center were defined as the 

binding pocket. ChemScore with the specific parameters for 

heme-containing proteins was used for ranking the docking 

poses. Fifty outputs were generated for each docking run. All 

the output poses were clustered based on the root mean 

squared deviation (RMSD) values. The pose with the lowest 

ChemScore in each cluster was selected for subsequent MD 

refinement and simulation.  

Setup of MD Simulations 

 The starting structures for MD simulations were obtained 

from the docking poses of aromatase with LTZ or IMZ. The 

protonation states of the ionizable residues and histidines 

were determined based on the microenvironment and pKa 

values calculated by PROPKA.30 According to the calculation 

results, His109, His111, His171, His459, and His475 were 

assigned to be fully protonated at both nitrogen atoms. His105, 

His325, His402 and His480 were protonated at δ nitrogen and 

other histidine residues at ε nitrogen atoms. In addition, 

Asp309 was set in the neutral state according to previous 

experimental and computational studies. 14, 19, 31  

 Geometric optimization and electrostatic potential 

calculation of LTZ and IMZ were conducted at the B3LYP/6-

31G** level using Gaussian 03 [www.gaussian.com]. Atomic 

charges of the inhibitors were derived from the optimized 

structures by applying restrained electrostatic potential (RESP) 

fitting procedure.32 The force field, topology, and coordinate 

files of the inhibitor-aromatase complexes were generated by 

the Leap procedure of AMBER12.33 The aromatase complex 

models were solvated with TIP3P34 model water in a truncated 

octahedron periodic box with a margin of 10 Å along each 

dimension. Counterions were then added to neutralize the 

systems. For the purpose of comparison, the system of 

aromatase in complex with ASD was also prepared as the 

above procedure for the subsequent MD simulation. 

Conventional MD Simulations 

 The AMBER12 program was used to execute conventional 

MD simulations. The AMBER99SB all-atom force field and 

general AMBER force field (gaff) were employed for the 

proteins and inhibitors, respectively. The atomic charges for 

heme were obtained by quantum chemical calculation at the 

B3LYP level, which were described in our previous study.35 The 

force field constant parameters involving Fe were taken from 

the work by Harris et al.36 The detailed procedure for 

conventional MD simulations was adopted as described in our 

previous studies.37, 38 Briefly, energy minimization was firstly 

carried out to relax the system by decreasing the harmonic 

force restraints to protein atoms. The systems were then 

gradually heated from 0 to 300 K under the NVT ensemble 

condition over 40 ps and followed by 70 ps equilibrium at 300 

K. Finally, a 50-ns MD simulation was performed for each 

system under the NPT ensemble at 300 K and 1 atm. The 

bonds involving hydrogen atoms were constrained by the 
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SHAKE algorithm.39 The Particle Mesh Ewald method40 was 

used to calculate the long-range electrostatic interactions. The 

time step and nonbonding interaction cutoff radius were set to 

2 fs and 10 Å, respectively. Coordinate files were saved every 

1.0 ps during the simulation process. 

Random Acceleration Molecular Dynamics (RAMD) 

Simulations 

 The RAMD method41, 42 was applied to the aromatase-

inhibitor complexes to explore the possible inhibitor unbinding 

pathways in aromatase. RAMD is an enhanced sampling 

approach that can expulse a ligand from the buried protein 

active site to the protein surface within a relatively short time 

scale. In RAMD, a randomly oriented force is exerted on the 

ligand to accelerate its expulsion from the buried active site. 

The direction of the random force is maintained within a 

preset number of MD steps (N). After N steps of MD 

simulation, if the ligand reaches the predefined threshold 

distance (rmin), the force direction is kept; otherwise, a new 

random force direction is chosen randomly. By applying the 

RAMD approach, the ligand is able to unbiasedly search for the 

possible dissociation pathways without predefining the 

direction.  

 In the present study, two magnitude accelerations, 0.15 

and 0.20 kcal•Å−1•g−1 were used. These values can lead to the 

ligand successful unbinding from the active site with a 

relatively reasonable computational cost and have been 

adopted in several previous studies.37, 38, 43 The N was set to 40 

steps. The threshold distance rmin was set to 0.005 and 0.01 Å, 

respectively. A simulation is terminated either when the 

simulation time has reached 3 ns or the ligand has moved 35 Å 

from its initial position. For each system, 50 simulation 

trajectories were generated by combining different RAMD 

parameters and random seeds. This resulted in a total of 150 

RAMD simulations for the three aromatase complexes. 

Previous studies37, 44, 45 have shown that the starting structure 

has a minor effect on the ligand unbinding occurrence 

frequency. Therefore, the last snapshot of conventional MD 

simulation was used as the initial model for RAMD simulation.  

Steered Molecular Dynamics (SMD) Simulations 

 SMD46, 47 is a simulation approach that applies an external 

restraint to the ligand to pull it out of the binding site along a 

predefined direction. The pulling directions were determined 

on the basis of the statistical results of RAMD simulations. The 

direction was defined by two atom groups, the initial location 

of the inhibitors in the aromatase binding site and the Cα atom 

of Arg435 (Path S) or the Cα atom of Ile345 (Path 2a). The 

constant-velocity SMD simulations were performed in the 

present simulation. The pull velocity was set to 0.01 Å•ps−1, 

which has been adopted in our previous studies. A spring 

constant of 4 kcal•mol−1•Å−2 was applied to the ligands based 

on the stiff spring approximation theory. To avoid the 

translation and rotation of the protein during SMD simulation, 

harmonic positional restraints were applied to the Cα atoms of 

Cys74, Cys299 and Leu321 as well as the heme Fe atom with a 

force constant of 50 kcal•mol−1•Å−2. The pulling force that is 

exerted on the ligand is defined as:  

F�t� = 2k (vt - x(t))         (1) 
where k is the spring constant of the constraint; v is the pulling 

velocity; and x(t) is the position of the ligand at time t.  

 SMD simulations were run starting from the last snapshot 

structure of the conventional MD simulation. Twenty SMD 

simulations were repeatedly carried out using different 

random seeds for computing the maximum force and the sum 

of the force.  

MM/GBSA Binding Free Energy Calculation 

  The binding free energy between the inhibitor and 

aromatase was calculated and then decomposed into the 

contributed residues with the MM-GBSA method, 48, 49 

according to the following equations: 

∆Gbinding = Gcom - � Grec + Glig  �       (2) 

∆Gbinding  = ∆GMM  + ∆Gsolv  - T∆S      (3) 

∆GMM  = ∆Gint  + ∆Gelec  + ∆Gvdw            (4) 

∆Gsolv  = ∆GGB  + ∆GSA  = ∆GGB + γ(SASA) + b  (5) 

where ∆Gbinding is the binding free energy; ∆GMM is the gas-

phase molecular mechanical energy containing internal (∆Gint), 

electrostatic (∆Gelec) and van der Waals energy (∆Gvdw) (eq 4); 

∆Gsolv is the solvation energy, which can be divided into polar 

and nonpolar components. The electrostatic solvation energy 

(∆GGB) was calculated by the Generalized Born method. The 

interior dielectric constant was set to 1.0 and the exterior 

dielectric constant was set to 80.0. The non-polar solvation 

contribution (∆GSA) was estimated using the LCPO algorithm50 

from the solvent-accessible surface area (SASA, Å2) (eq 5). The 

coefficient surface tension γ and constant b were set to 0.0072 

kcal•mol−1•Å−2 and 0, respectively. T∆S is the entropy 

contribution upon ligand binding at temperature T. Normal 

mode analysis51 was performed to estimate the entropic 

changes using the nmode program in Amber12. To reduce the 

memory demanding, only residues within 12.0 Å around the 

ligand were included for the entropy contribution calculations. 

In this study, 400 snapshots extracted from the last 20.0 ns of 

equilibrium stage for the calculations of ∆GMM and ∆Gsolv, and 

50 snapshots were used for entropy calculation. For validation, 

we also calculated the binding free energies using sietraj, 

which is another program for calculating the binding free 

energy.52 

Results and Discussion 

Molecular Docking 

The initial binding modes of LTZ and IMZ in the active site of 

aromatase were obtained by molecular docking. 50 docking 

outputs were analyzed in details. According to the results, LTZ 

had a uniform binding mode, in which one of the triazole 

nitrogen atoms of LTZ pointed to the heme iron and had a 

potential to form a coordinate bond with the iron, as shown in 

Figure 1 (The corresponding 2D diagrams were provided as 

Figure S1). In addition, the two cyano groups in the 

cyanophenyl rings formed polar contacts with residues Ser478 

and Met374. Many previous studies agreed that LTZ inhibits 
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aromatase via the nitrogen heterocyclic nitrogen coordinating 

the heme iron atom of the enzyme.53-55 Similar binding mode 

was also observed in previous LTZ docking simulations based 

on another crystal structure of aromatase (PDB code 3EQM).12, 

54 

 In contrast, R-IMZ and S-IMZ had different binding modes. 

The fifty outputs of both R-IMZ and S-IMZ can be classified into 

four clusters. In the first cluster, both R/S-IMZ used the 

nitrogen-containing heterocycle pointing to heme. Similar to 

LTZ, one of nitrogen atoms of IMZ had a potential coordinate 

bond with Fe. In the other clusters, the dichlorophenyl group 

pointed to heme, but the allyl and heterocycle groups had 

different orientations in the active site. The nitrogen-

containing heterocycle pointed to Met374 or Asp309 in the 

different clusters. The detailed binding modes of each cluster 

have been provided as Figure S2 in supporting material. In 

general, inhibitors that include aromatic nitrogen-containing 

heterocycles interact with CYPs via the coordinate bond 

between the nitrogen atom and Fe. 56-58 Considering this fact, 

the pose with the imidazole ring pointing to the heme iron was 

selected as the initial binding mode of R-IMZ and S-IMZ in the 

aromatase active site. In this binding mode, the imidazole 

nitrogen atom pointed to the Fe atom. The distance between 

the nitrogen atom and Fe was approximate to that in the LTZ 

system. The allyl and dichlorophenyl side chains of (R/S)-IMZ 

were located at the same space of the cyanophenyl group of 

LTZ. The plane of the dichlorophenyl group in the S-IMZ system 

had a little rotation compared to those in LTZ and R-IMZ.    

The docking scores were summarized in Table S1. From Table 

S1, it is apparent that the docking scores of both R-IMZ and S-

IMZ were higher than that of LTZ, which was inconsistent with 

the experimental data. This suggested that the automated 

docking could not accurately discriminate the inhibitory 

activities of LTZ and IMZ. To refine the interactions and explore 

the dynamic behaviors of the inhibitors in the active site of 

aromatase, the initial three complex models of aromatase with 

LTZ, R-IMZ and S-IMZ were subjected to MD simulations, 

respectively. 

 

 

Figure 1. Docking poses of LTZ(A), R-IMZ(C) and S-IMZ (E). MD 

refined poses of LTZ(B), R-IMZ(D) and S-IMZ(F). 
 

Conventional MD Simulations 

 50 ns conventional MD simulation was conducted on each 

aromatase complex system. The RMSD values of protein 

backbone atoms and the ligand atoms relative to their initial 

structures were calculated to examine the structural stability 

of aromatase-inhibitor systems during MD simulations. The 

RMSD variations of these complexes with regard to simulation 

time are shown in Figure S3. The RMSD values of LTZ and R-

IMZ had a fluctuation during the first 23 ns and reached 

equilibrium after that point. The protein atoms did not exhibit 

significant deviations from their initial structures and the 

RMSD values converged to ~1.3 Å and ~1.4 Å in the LTZ and R-

IMZ complexes, respectively. Similarly, the RMSD values of LTZ, 

R-IMZ and S-IMZ converged to ~1.1 Å, ~2.8 Å and ~2.9 Å, 

respectively, after the systems reached stability. Since no 

significant fluctuation was observed during the last 4.0 ns 

simulation in all the systems, the following analysis was based 

on the last 4.0 ns trajectory. 

  Superimposition of the average structure of the LTZ 

complex from the MD trajectory with the docking pose 

revealed that neither the active site residues nor LTZ 

underwent significant conformational changes. The distance 

between the triazole nitrogen and the heme iron was kept at 

~2.4 Å during the simulation. At the same time, LTZ maintained 

hydrophobic interactions with Ile133, Phe221 and Thr310 in 

the simulation. However, the polar contact of cyano group of 

LTZ with Ser478 disappeared after the simulation due to the 

rotation of the Ser478 side chain (Figure 1A). In contrast, both 

R-IMZ and S-IMZ were less stable in the active site of 

aromatase. The imidazole nitrogen atom shifted a little away 

from Fe, which led to the distance between the two atoms 

changing from 2.4 to 3.2 Å in R-IMZ and to 3.3 Å in S-IMZ 

system (Figure 2). In addition, the vinyl group of S-IMZ 

underwent a displacement compared to the docking pose and 

thus formed a hydrophobic interaction with the indole ring of 

Trp224 (Figure 1E). The instability of R-IMZ and S-IMZ in the 

active site of aromatase may account for the weak inhibitory 

activity towards aromatase.  

 

 

 

Figure 2. The variation of distance between heme Fe atom and 

coordinated nitrogen-atoms of LTZ(black), R-IMZ(red) and S-IMZ 

(blue) with respect to simulation time. 
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Binding Free Energy Calculations 

 Binding free energies of LTZ and IMZ with aromatase were 

evaluated with the MM-GBSA method. The calculated energies 

including total binding energy and separated energy 

components were listed in Table 1. As shown, the calculated 

binding energy of LTZ with aromatase by MM-GBSA was -28.25 

kcal/mol, lower than both IMZ isomers (-21.99 kcal/mol for R-

IMZ and -12.65 kcal/mol for S-IMZ). In addition, the free 

energies calculated by sietraj were also consistent with this 

ranking. The experimental data indicated that the IC50 value of 

LTZ was ~100-fold lower than that of IMZ.24 Our calculated 

binding energies are in agreement with the relative potency of 

the experimental inhibitory activity. By decomposing the 

binding free energy into its component items, it is clear that 

van der Waals energies are the major driving force for the 

inhibitor-enzyme binding. This is in accordance with the fact 

that the binding pocket of aromatase is mainly composed of 

hydrophobic residues. Compared with IMZ, the vacuum 

electrostatic energy contributed much more to the binding 

energy in the LTZ complex. This may result from the more 

nitrogen atoms with negative partial charges in LTZ than IMZ. 

Additionally, the stable coordination interaction between the 

triazole nitrogen and Fe may contribute more to the favorable 

electrostatic interaction energy for the binding of LTZ. 

  To detect the influence of individual residues on the 

binding free energy, the energies were then decomposed onto 

each residue. The contributions of individual residues were 

summarized in Figure 3 (The detailed data of each key residues 

energy contributions were provided by Table S2). It is obvious 

that residues Arg115, Ile133, Phe221, Thr310, Met374 and 

heme made large contributions to the binding free energy of 

LTZ. As mentioned earlier, Met374 was found to form polar 

contact with one of cyano groups of LTZ. Heme interacted with 

the polar nitrogen-atoms of triazole ring to help stabilize the 

binding of LTZ. In addition, hydrophobic residues such as 

Ile133, Phe221, and Val373 also provided strong hydrophobic 

interactions with LTZ. Phe221 is located in the binding site and 

points to the solvent channel. This residue has been suggested 

to have a role in the ligand binding or release process.13 

Moreover, residues such as Trp224, Val370 and Phe134 in the 

active site had strong energy contribution. These residues 

were also identified to be important for LTZ binding in a 

previous study.12 Unlike LTZ, both R-IMZ and S-IMZ molecules 

formed weaker interactions with Arg115, Asp309, Thr310, 

Val373 and Met374. On the other hand, Trp224 and Ile133 

made greater van der Waals contributions to IMZ binding, due 

to the hydrophobic contacts between the side chains of these 

residues and the ethylene and chlorphenyl groups of IMZ. In 

addition, because of the lack of the phenyl ring, the interaction 

between IMZ and Phe221 became much weaker compared to 

LTZ, resulting in small van der Waals contribution to the 

binding of IMZ. 

As the conventional MD simulation and free energy 

calculations indicated, the S-IMZ system had larger RMSD 

values and higher binding free energy as compared to the R-

IMZ system, which implies that R-IMZ binds more stably with 

aromatase. Therefore, the following simulations were 

conducted based on the R-IMZ system to investigate the 

detailed unbinding process of IMZ. 

 

 
Figure 3. Inhibitor-residue interaction spectra of LTZ (A) and 

(R/S)-IMZ (B, C). 

 

Unbinding Pathways Identified by RAMD Simulations 

 RAMD is a powerful tool to identify the possible unbinding 

pathways in proteins with a deeply buried active site. In this 

work, RAMD was used to identify the potential unbinding 

pathways of inhibitors from aromatase. 50 simulations were 

carried out for LTZ and R-IMZ based on the corresponding 

snapshot structure at 50 ns of conventional MD simulation, 

which resulted in a total of 100 RAMD runs. Each run lasted 

from 168 ps to 2796 ps for the LTZ system and 31 ps to 1361 ps 

for the R-IMZ complex. Details of RAMD statistical results were 

summarized in Table 2. Those successful unbinding pathways 

were then clustered and described by the secondary structural 

elements lining them.  

Several unbinding pathways were observed in the aromatase-

inhibitor systems. The nomenclature for the pathways was 

adopted from the previous work by Cojocaru et al.
18 Among all 

the observed pathways, the occurrence frequencies differed 

significantly. Two pathways, namely Paths S and 2a, were most 

frequently observed for the inhibitors egress, as shown in 

Figure 4. Path S is located in the opening formed by the middle 

part of helix F, helix I, and the β8-9 sheet. Path 2a is 

penetrating through the cleft formed by the F-G loop, B-C loop 

and β1-2 sheet. The percentages of LTZ unbinding via Paths S  
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Table 1. The binding free energy of aromatase combined with inhibitors, calculated by MM-GBSA and sietraj (kcal/mol) 

Lig ΔGele ΔGvdw ΔGnp,sol ΔGele,sol －－－－TΔS ΔG
cal 

binding sietraj ΔG
exp 

binding

a
 

LTZ -18.79 ± 3.10 -48.10 ± 2.44 -5.50 ± 0.15 27.23 ± 2.25 -16.91 ± 4.82 -28.25 -8.52 ± 0.26 -10.99 

R-IMZ -8.55 ± 1.62 -46.14 ± 2.18 -4.73 ± 0.13 21.14 ± 1.18 -16.06 ± 5.90 -21.99 -8.25 ± 0.24 -8.24 

S-IMZ -7.06 ± 5.00 -41.34 ± 2.51 -4.77 ± 0.18 17.25 ± 2.47 -18.50 ± 5.23 -12.65 -7.35 ± 0.23 -8.24 

a ΔG
exp 

binding: calculated from the experimental data via ΔG
exp 

binding ≈ RTlnK at T = 300 K. The binding energies were calculated based on IC50
24. 

 
Table 2. Statistical summary of RAMD simulations of LTZ and IMZ from aromatase 

System Channel A(kcal•Å-1•g-1) rmin (Å) N(steps) 
No. of 

successful 

No. of Total  

successful 

ASD S 0.2 0.01, 0.005 40 20 40 

2a 0.2 0.01, 0.005 40 7 

R-IMZ S 0.15, 0.20 0.01, 0.005 40 7 44 

2a 0.15, 0.20 0.01, 0.005 40 11 

LTZ S 0.15, 0.20 0.01, 0.005 40 21 36 

2a 0.15, 0.20 0.01, 0.005 40 10 

 

and 2a were ~58% and ~27%, respectively. The frequencies of 

R-IMZ egress through Paths S and 2a were ~16% and ~25%, 

respectively. The other pathways were observed rarely.  

 

 

 
Figure 4. The egress frequencies of LTZ, R-IMZ and ASD from 

the aromatase active site. 

 
 

For verifying the rationality of our RAMD simulations, we also 

performed 50 RAMD runs for the ASD-aromatase system. The 

statistical results showed that Paths S and 2a were also the 

major egress routes for ASD, with ~50% and ~18% occurrence 

frequency, respectively. The previous study by Sgrignani et al. 

indicated that multiple routes exist in aromatase and Path S is 

the most favorable pathway for ASD unbinding.14 Our RAMD 

simulation on the ASD complex was in line with their results, 

which suggested that our RAMD methodology was reasonable.   

In light of the basic principle of the RAMD simulation approach 

and many previous studies, Paths S and 2a were most likely to 

serve as the unbinding pathways for LTZ and IMZ. 14, 37, 38, 43-45 

Yet, whether the two inhibitors prefer the both channels to 

the same extent warrants further investigation. This could be 

consummated by the following SMD simulations.     

SMD Simulations 

 Compared to RAMD, the SMD approach can sample more 

extensively for both the ligand and its surrounding residues 

during the ligand dissociation along the same unbinding 

pathway, and thus allowing a more comprehensive 

characterization of the interactions between ligand and 

residues. This method has been frequently used in CYPs and 

other systems to study the ligand dissociation process.37, 38, 44, 
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59-61 SMD simulations were employed on the aromatase-

inhibitor complex along the two most frequently observed 

pathways, Paths S and 2a found by RAMD simulations, so as to 

estimate the rupture forces and to observe the dynamic 

events throughout the inhibitors egress process. In order to 

obtain the more reasonable samplings of LTZ and IMZ during 

their dissociation from the active pocket, a series of repeated 

SMD simulations were conducted. Twenty SMD simulations 

were run for each system, each of which lasted for 3.0 ns. Thus, 

totally 240 ns simulations were performed for the two systems. 

Dissociation processes of LTZ and IMZ along pathways S and 

2a 

 Figure 5 illustrates the typical force profiles of LTZ egress 

along Paths S and 2a. The first force peak of LTZ unbinding 

along Path S appeared at ~460 ps, at which the triazole 

nitrogen atom gradually broke the coordination interaction 

with the heme iron. The maximum force peak (~119 pN) 

occurred at ~1700 ps. At this point, the nitrogen heterocycle 

formed the π-π stacking interaction with Arg192, and the two 

cyano nitrogen atoms formed hydrogen bonding with Ser478 

and Arg192, respectively (Figure 6 and the corresponding 2D 

diagrams in Figure S4). It required a large force to break these 

interactions. After that, the inhibitor can smoothly cross the 

channel. In contrast, according to the force profile, LTZ egress 

via Path 2a had several large obstacles, each of which was 

associated with a force peak, as shown in Figure 5. The force 

peaks at ~500 ps and ~1200 ps indicated that LTZ 

 

 
Figure 5. The typical force profiles of pulling LTZ out of the 

aromatase pocket along Path S (A) and Path 2a (B), as well as 

R-IMZ along Path S (C) and Path 2a (D), respectively. 
 

egress encountered several blockages along Path 2a, and 

therefore a larger force was required to get rid of these 

hurdles. 

 Compared with the force profile of LTZ, a different 

unbinding behavior was observed for R-IMZ. During R-IMZ 

escaped through Path S, two sharply increased force peaks 

appeared at ~660 and ~1400 ps. The interaction between the 

imidazole nitrogen and the heme iron was broken at ~660 ps. 

As the ligand gradually moved out of the binding pocket, the 

force curve decreased markedly. At ~1400 ps, a polar contact 

was formed between the imidazole nitrogen atom and the 

backbone oxygen atom of Ile261. Simultaneously, the ethereal 

oxygen atom of IMZ formed a hydrogen bond with Glu174. 

Thus a steep increase of force peak was observed in order to 

break the interaction network at this point. On the contrary, 

no noticeable force peaks were observed for R-IMZ 

dissociation along Path 2a. In addition, during the whole SMD 

simulation, R-IMZ dissociated from the binding site in a flat 

conformation without any rotation. It indicated that R-IMZ 

encountered fewer obstacles when escaping along Path 2a. 

Comparative analysis of LTZ and IMZ unbinding along 

different pathways 

 To gain a more quantitative comparison of the two 

inhibitors unbinding along the two probable pathways, the 

maximum force value (Fmax) and the sum of the force (Fsum) 

were calculated. It is noteworthy that the free energy of 

unbinding should be estimated to obtain a precise, reliable 

comparison of the relative preference of the unbinding 

pathway. In general, the unbinding free energy from the 

nonequilibrium SMD simulations can be estimated by using 

Jarzynski’s equality. However, a theoretically reliable 

measurement of the free energy along the dissociation process 

can only be obtained by plenty of slow and sufficient sampling 

simulations. Due to the computational and time expense, this 

usually cannot be attained in practice. Additionally, according 

to the studies from other groups61-64 and our own 

experiences37, 44, potential of mean force estimates based on 

Jarzynski’s equality with the approximation methods usually 

led to a large deviation from the real free energy. For these 

reasons, the expensive sampling simulations were not 

conducted. Instead, we used the maximum force value and the 

sum of the force to compare the pathway preference. This 

strategy has been widely adopted in many previous studies.38, 

64, 65 The average values of Fmax and Fsum obtained from twenty 

SMD trajectories were summarized in Table 3 (The detailed 

force values were provided in Table S3). It is obvious that LTZ 

dissociation along Path S has lower Fmax and Fsum values than 

along Path 2a. By contrast, IMZ has lower Fmax and Fsum values 

when dissociating along Path 2a. This means that either LTZ 

dissociation along Path S or IMZ egress along Path 2a has 

fewer obstacles. On the other hand, the values of both terms 

of IMZ are lower than those of LTZ, which suggests that IMZ is 

easier to escape from the active site than LTZ.  

We also analyzed the changes of the backbone atoms of 

residues lining the channels. For LTZ egress via Path S, the 

maximum Cα displacement was 4.7 Å for Phe221 in the F helix  
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Figure 6. Snapshots of LTZ unbinding from aromatase along Path S (A, 0 ps; B, 460 ps; C, 1700 ps), and of R-IMZ along Path 2a (D, 

0 ps; E, 330 ps; F, 1330 ps). Important residues interacting with the ligand are labeled and shown as sticks. The hydrogen bonds 

are shown in red dotted lines. 

 
 

due to the rotation of the benzene ring. However, several 

residues lining Path 2a had relatively larger movement, for 

instance, 7.5 Å for Ile229 and 5.6 Å for Leu228 in the B-C loop. 

The larger structural changes of residues in Path 2a diminished 

the possibility of it as the unbinding pathway for LTZ. As for 

IMZ, the largest Cα displacement along Path S occurred for 

Phe221 with a value of 6.8 Å. When IMZ dissociated from Path  

2a, the largest displacement values were 6.1 Å and 4.9 Å for 

Ser74 and Ser46, which are located at the β1-2 loop and at the 

protein surface, respectively. 

 
Table 3. Average values of Fmax and Fsum along two distinct 

pathways 

System Pathway Fmax (pN) Fsum (pN) 

LTZ S 117 ± 11 a 97359 ± 15688  

2a 129 ± 12 123384 ± 13492 

R-IMZ S 110 ± 14 94646 ± 11031 

2a 90 ± 10 78282 ± 14024 

a the uncertainties are the standard deviation calculated based on 

20 SMD trajectories. 

 

In terms of the RAMD results, the force profiles, and structural 

changes during SMD simulations, we concluded that LTZ 

prefers Path S and R-IMZ prefers Path 2a as their favorable 

unbinding pathways. The selection of ligand channels of 

aromatase appeared to be ligand-dependent. In fact, both the 

pathways have been identified to be used for ligand passage in 

previous studies. Path S has been identified to be the most 

energetically unbinding pathway for ASD.14 Path 2a serving as 

the ligand unbinding pathway has been reported by several 

studies on CYPs. 16, 17, 44 In fact, this phenomenon has occurred 

in several other CYPs. It has been shown that different CYPs 

have different ligand channels and a given CYP may have 

multiple channels for different ligand passage. Cojocaru et al. 

reported that depending on the ligand properties, CYP2C9 

used different routes for ligand dissociation.17 We previously 

reported that the inhibitor metyrapone unbinds from the 

active site of CYP3A4 through Path 2e.59 Subsequently, 

Krishnamoorthy et al. and Fishelovitch et al. reported that 

multiple channels may exist in CYP3A4 and Paths 2e, 2a and 3 

could serve as the egress channels for different ligands.66, 67 

Shen et al. reported two possible pathways 2c and 2a can be 

used for indazole egress from CYP2E1.44 Cui et al. reported 

that fatty acids preferred Path 2c in CYP2E1.68 The similar case 
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was also found in other systems such as farnesoid x receptor 

and estrogen receptor.38, 65      

 

Gating mechanisms of Paths S and 2a 

 By analyzing the dynamic processes of LTZ and IMZ egress 

along Paths S and 2a, we found that certain residues played an 

important role in the inhibitors dissociation. During the 

dissociation process of LTZ along Path S, we found that the 

side chain of Phe221 underwent a rotation to leave sufficient 

space for the inhibitor to pass. Phe221 is located at the 

entrance of Path S and acts as a gatekeeper to regulate the 

unbinding of the inhibitor. To quantify the change, the 

variation of the sidechain torsion χ2 (CA, CB, CG, and CD1) of 

Phe221 during the course of dissociation was monitored. As 

shown in Figure 7A, the torsion angle remained around 90° in 

the first 790 ps. In the following 310 ps, the benzene ring 

rotated, resulting in the angle changing from 150° to 60°. After 

the molecule got through the bottleneck, the torsion angle 

wiggled back to 90° and fluctuated around it. The same event 

has been observed in several CYPs including CYP3A4, 2E1, 2A6, 

and other systems.37, 44, 59, 67 

 

 

 
Figure 7.  (A) The variation of the side chain torsion χ (CA, CB, 

CG, and CD2) of Phe221 during LTZ egress along Path S. (B) The 

variation of the distance between Gln225 and Ser478. (C) The 

variation of the side chain torsion χ (CA, CB, CG, and CD1) of 

Phe134 during R-IMZ egress along Path 2a with respect to 

simulation time. 
 

 

 Along with the rotation of Phe221, residues such as Gln225, 

Ser478 and His480 underwent displacement, which is 

manifested by the distance between Gln225 and Ser478. As 

shown in Figure 7B, the distance became wider at ~1250 ps 

when the cyano group of LTZ inserted into the space between 

them and pushed the residues apart. After that, as the coming 

of the different sidechains of LTZ, the distance changed 

intermittently. Gln225 and Ser478 seem like a switch that can 

automatically be on and off. The influences of Gln225 and 

Ser478 on ligand binding have been investigated by site 

directed mutagenesis experiments.68-70 The Q225A mutation in 

the substrate-aromatase complex showed that the apparent 

Km and Vmax values increased significantly, implying that 

Gln225 may play an important role in regulating the ligand 

binding. In addition, site-directed mutagenesis data on H480K 

and H480Q showed that the two mutants exhibited reduced 

Km when compared to the wild type.70 On the basis of these 

experimental data and our simulation results, it appears that 

Gln225, Ser478 and Phe221 serve as the bottleneck resides 

along Path S. 

 In Path 2a, the side chain of Phe134 had a similar wiggle to 

prevent the ligand from leaving the binding pocket. The side 

chain of Phe134 pointed to the inside of the binding pocket 

and occupied part of the channel space. The appropriate swing 

and rotation of the phenol side chain were required to expand 

the space in order to allow IMZ unbinding. To qualify the 

rotation of the side chain of Phe134, the variation of the side 

chain torsion χ (CA, CB, CG and CD1) of the residue was 

measured as well (see Figure 7C). The torsion angle changed in 

a similar manner as Phe221 lining Path S. Phe134 also played 

an important role to stabilize the ligand binding as shown in 

the MM/GBSA decomposition calculation, in which they had a 

large contribution to the binding free energy. 

Conclusions 

 Aromatase is the unique CYP isoenzyme that specifically 

catalyzes the conversion of androgens to estrogens and thus 

represents an important drug target against several diseases, 

especially hormone-positive breast cancer. Azole compounds 

such as LTZ and IMZ have been reported as effective 

aromatase inhibitors. However, these two azole compounds 

exhibited significantly different inhibitory activities towards 

aromatase. To elucidate the molecular mechanism of these 

two compounds recognized by aromatase, in this study, 

multiple computational methods were adopted to reach the 

goal. The binding modes of these two inhibitors were firstly 

obtained by molecular docking and then refined by MD 

simulations. The calculated interaction energies were in 

agreement with the experimental data and several residues 

were found important for the inhibitor binding. The unbinding 

behaviors of these two compounds with distinct inhibitory 

activities were further investigated by RAMD and SMD 

simulations. Our results demonstrated that multiple unbinding 

pathways co-exist in aromatase. LTZ preferred Path S as its 

favorable unbinding pathway, whereas IMZ preferred Path 2a. 

Path S is located between the helices F and I and the β8-9 

sheets, and Path 2a is formed by the F-G loop, B-C loop and 

β1-2 sheets. Moreover, the unbinding manners of LTZ and IMZ 

differed in their favorable pathway. Gating residues along each 

pathway were also identified. These findings can assist in the 

understanding of the mechanism of action of the azole 
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inhibitors and could be helpful to design new aromatase 

inhibitors. 
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