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The reactivity of metal terminal nitrido complexes were con-
sidered rare, primarily due to unfavourable electron interactions
between strong π-donor ligands and electron rich metals. More
specifically, those metal nitrido complexes with a valence-electron
count of dn where n ≥ 4, are considered unstable because of
the inability for M–N π-bonding to occur due to the absence of
free metal orbitals.3 Recently, it has been shown that square pla-
nar terminal nitrido d4 complexes can exist as a result of the
two free d-orbitals with appropriate symmetry, analogous to a d2

pseudo-octahedral complex.21 An example of this includes a tran-
sient rhodium(IV) terminal nitrido complex, synthesized from the
azido analog, stabilized by the pincer complex N(CH2CH2PR2)2
(where R = tBu).22 The unpaired electron is primarily localized
in a Rh–N π∗-orbital leading to a covalent-like bond with substan-
tial spin density located at the nitrido ligand. A similar iridium ni-
trido complex was previously synthesized,22 and was character-
ized by Electron Paramagnetic Resonance (EPR) studies with the
aid of density functional theory (DFT) calculations. It was also
noted in both the iridium and rhodium complexes that dimeriza-
tion occurred via radial-type N–N coupling.

Another important ligand in biological and industrial processes
is the nitrosyl ligand. Transition metal nitrosyl ligand complexes
often play an important role in homogeneous catalysis in en-
zymatic reactions of biological systems but are relatively unex-
plored for other applications. They function as π accepting, non-
innocent ancillary ligands and take the form of either the linear or
bent transformations. Since these configurations are reversible,
being able to bind as either NO+, NO•, or NO− can trigger vari-
ous catalytic pathways. The non-innocence of this ligand allows it
to stabilize various species involved in catalysis by either supply-
ing electron density to the metal center or scavenging electrons
located on the metal center.23–25 The NO ligand also functions as
a redox-active ligand responsible for oxygen atom transfer via the
nitric oxide and nitrosyl redox couple.26

Unfortunately, experimental studies on transition metal com-
pounds are often not sufficient to determine their molecular prop-
erties, like, for instance, spatial distributions of (unpaired elec-
tron) spin density in the ground state and energy differences be-
tween states of different spin multiplicity. As complement to ex-
perimental studies, theoretical modeling of transition metal com-
plexes has thus become indispensable for a detailed understand-
ing of their molecular properties, function as catalytically active
centers, and catalytic mechanisms. However, theoretical deter-
mination of electronic structures and properties of transition-
metal compounds remains a remarkable challenge for present-
day quantum chemistry, especially if transition-metal complexes
contain unpaired electrons and hence have to be described by
open-shell wavefunctions.27,28 Computationally cheap methods
such as DFT, often fail in predicting the energetically lowest-
lying spin-state electronic configuration and spin-density distribu-
tions in open-shell transition-metal complexes.23,24,29–37 Failures
of approximate exchange–correlation functionals in predicting
molecular properties of open-shell complexes have been traced
to the delocalization error and static correlation error,38,39 which
are rooted in an inappropriate behavior of the energy with respect
to fractional charges and fractional spins.40–44 Reliable modeling

of transition metal compounds requires more expensive, but ro-
bust wavefunction-based methods that can further be used to as-
sess the accuracy and reliability of DFT calculations. Yet, due to
the large size of catalytically active transition-metal complexes,
wavefunction-based methods are prohibitive for routine appli-
cations and DFT calculations are commonly used to elucidate
molecular properties and confirm experimental findings. In this
work, we use wavefunction-based methods to investigate the elec-
tronic structure of iridium PNP pincer-type complexes with ni-
trido (1), azide (2), and nitrosyl (3) ligands, as shown in Figure 1,
and examine how those ligands influence the electronic structure
and magnetic properties of iridium complexes. Our wavefunction
calculations will serve as a reference to assess the accuracy and
reliability of commonly used approximate exchange–correlation
functionals in predicting ground-state properties of iridium com-
pounds.

This work is organized as follow. In section 2, we summa-
rize the computational methodology used to optimize geometries,
electronic structures, and magnetic properties of iridium nitrido,
azide, and nitrosyl complexes. Numerical results are presented in
section 3. Finally, we conclude in section 4.

2 Computational Methodology

2.1 DFT

All unrestricted DFT calculations were performed with the quan-
tum chemical package ADF 2013 (Amsterdam Density Func-
tional).45 The structures of 1, 2, and 3 were optimized using the
triple-ζ polarization Slater-type orbital basis set (TZP) along with
the BP86 exchange–correlation functional.46,47 No spatial sym-
metry constraints were imposed during the optimization process.
The overall electronic charge of compounds 1 and 2 is neutral and
both molecules are in the doublet (S = 1/2) electronic ground
state. Compound 3 has a molecular charge of +1 and a triplet (S
= 1) ground-state electronic configuration. A large frozen core
was used. Since the effect of spin-orbit coupling on molecular
geometries is negligible, only scalar-relativistic effects were in-
cluded through the zeroth-order regular approximation (ZORA)
Hamiltonian.48

These optimized geometries were used in subsequent single-
point calculations to determine magnetization-density distri-
butions using the B3LYP,49 BLYP,47,50 BP86,46,47 M06-L,51,52

OLYP,53 OPBE,54 PBE,54 PBE0,55,56 TPSS,57 and TPSSh58

exchange–correlation functionals. In these single-point calcula-
tions, no frozen core was used. We should note that in all DFT
calculations no spin contamination was observed and all 〈S2〉 ex-
pectation values agree very well with the corresponding ideal
value. All 〈S2〉 expectation values are summarized in Table S4
of the Supplementary Information. †

The g tensors59 and the nuclear magnetic dipole hyperfine in-
teractions (A tensors)60 were calculated for the BP8646,47 and
B3LYP49 exchange–correlation functionals. The Gaussian-type
nuclear model was used, while spin–orbit coupling was included
using the all-electron ZORA Hamiltonian and was treated in a
self-consistent manner.
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iridium metal center and the nitrogen atoms of both the azide and
PNP pincer ligands for both DFT and CASSCF (see Figure 2(b)
and Supplementary Figure S7). The DFT–CASSCF magnetiza-
tion density difference plots show the iridium atom carrying less
α-electron density in CASSCF compared to the DFT results (see
Supplementary Figure S8). Looking at the carbon atoms on the
PNP pincer ligand backbone, we observe a noticeable difference
in the magnetization density distributions predicted by DFT and
CASSCF. While DFT shows alternating excess of α- and β -electron
density on the C-C-N-C-C backbone, respectively, CAS(15,11)SCF
results in α-electron density only on the nitrogen atom of the lig-
and backbone and no β -electron density, independent of the ac-
tive space chosen in CASSCF calculations. Furthermore, the spin
polarization around the azide ligand is much smaller in CASSCF,
while both hybrid and non-hybrid exchange–correlation function-
als predict a greater excess of β -electron density around the ni-
trogen atoms. However, the BP86, BLYP, and PBE exchange–
correlation functionals result in magnetization densities that ap-
pear qualitatively closest to the CAS(15,11)SCF reference distri-
bution, with the smallest amount of β -electron density around
the nitrogen atoms.

The absolute error and root-square error for all DFT–CASSCF
magnetization density difference distributions are summarized in
Table 1. As observed for compound 1, the meta-GGA functionals
(PBE, BP86, OLYP, OPBE, and BLYP) have the largest ∆abs and ∆rs

values for all investigated exchange–correlation functionals, de-
spite their qualitative agreement in magnetization densities with
the CASSCF reference distribution. For complex 2, the smallest
errors are found for the PBE0 and B3LYP exchange–correlation
functionals, even though the corresponding magnetization den-
sities differ qualitatively more from the CASSCF reference. We
should note that, for complex 2, all hybrid exchange–correlation
functionals predict magnetization densities that have the small-
est ∆abs and ∆rs errors for all investigated exchange–correlation
functionals.

3.1.3 Complex 3—Nitrosyl.

The magnetization density distributions of complex 3 are shown
in Figure 2(c), but with an isosurface value of 0.003. Similar
to compounds 1 and 2, all CASSCF calculations result in simi-
lar magnetization density distributions. The differences between
CAS(6,6)SCF, CAS(8,8)SCF, and CAS(10,12)SCF are negligible
and much smaller than the differences between CASSCF and DFT
(see Table 1 and Supplementary Figures S14 and S16). Thus,
only the CAS(10,12)SCF result is shown in Figure 2. As for com-
pounds 1 and 2, an analysis of the CASSCF wavefunction indi-
cates a single-reference nature of system 3 (large (absolute) CI
expansion coefficients of the principal configuration of 0.95 and
|CI|2 = 0.91).

In contrast to 1 and 2, the α-electron density on 3 primar-
ily resides on the C-C-N-C-C ligand backbone for both DFT and
CASSCF (see Figure 2(c) and Supplementary Figure S15). Most
importantly, CASSCF predicts no β -electron density on the ligand
backbone, whereas all exchange–correlation functions show var-
ious amounts of β -electron density, depending on the exchange–
correlation functional, including a larger excess of β -electron den-

sity on the iridium center. Furthermore, the α-electron density
on the nitrosyl ligand is much smaller in CASSCF results com-
pared to DFT. The main difference between the hybrid exchange–
correlation functionals, such as B3LYP, and the other exchange–
correlation functionals, such as BP86, is that the hybrid func-
tionals have a larger excess of β -electron density around the
iridium atom and the pincer ligand. This small amount of β -
electron density present on complex 3 for the BP86, BLYP, and
PBE exchange–correlation functionals results in a closer compari-
son to the CAS(10,12)SCF results, as seen from the DFT–CASSCF
difference plots (Supplementary Figure S16).

Furthermore, the absolute error and root-square error for all
DFT–CASSCF magnetization density difference distributions are
smallest for all meta-GGA functionals (see Table 1), with BP86,
BLYP, and PBE deviating least from the CASSCF reference. In con-
trast to 1 and 2, hybrid exchange–correlation functionals yield the
largest ∆abs and ∆rs errors. These errors are reflected in the large
differences in magnetization density around the iridium metal
center and the nitrosyl ligand (see also Figure S16 of the Sup-
plementary Information).

3.1.4 Concluding remarks.

For all investigated complexes 1 to 3, the DFT magnetization
densities are more strongly delocalized on the ligand atoms
and the PNP pincer-type ligand backbone than the correspond-
ing CASSCF magnetization densities. Moreover, all approximate
exchange–correlation functionals predict more spin-polarized sys-
tems where non-vanishing amounts of β -electron density are
distributed over the ligand atoms (axial ligands and the pin-
cer ligand) and the metal center (see also Figure 2). In
general, all investigated exchange–correlation functionals yield
qualitatively different magnetization density distributions com-
pared to CASSCF, with results obtained by non-hybrid exchange–
correlation functionals, in particular BP86, being qualitatively
closest to the CASSCF reference data. However, looking at the
∆abs and ∆rs errors with respect to the CASSCF reference distribu-
tion, it remains ambiguous which exchange–correlation function-
als can accurately predict the magnetization density in the inves-
tigated iridium compounds. While both hybrid and non-hybrid
functionals perform similar for compound 1, smaller ∆abs and ∆rs

errors are found for hybrid functionals for complex 2 and non-
hybrid functionals for complex 3, respectively. We should empha-
size that the largest errors are obtained for complex 3, irrespec-
tive of the approximate exchange–correlation functional.

Furthermore, when the ligand in iridium PNP pincer-type com-
plexes is changed from nitrido, to azide, and to nitrosyl, the α-
electron density is shifted from the N atom of the nitrido ligand,
over the iridium metal center, to the PNP pincer ligand of complex
3. Specifically, while the α-electron density is equally localized on
the nitrido ligand and the metal center in complex 1, compound
2 features an excess of α-electron density mainly on the metal
center. Substituting the azide ligand by a nitrosyl group shifts the
spin density almost completely on the amido-backbone. There-
fore, in accordance with the decrease in magnetization density
(excess of α-electron density) on the metal center in compound
3, its reactivity decreases compared to the reactivity of 1 and 2.70
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Table 3 A tensors (in MHz) for compounds 1, 2, and 3 determined by the BP86 and B3LYP exchange–correlation functional. Experimental data, if

available, is provided for comparison.

Atom BP86 B3LYP experimental 21

a11 a22 a33 a11 a22 a33 a11 a22 a33

1
Ir −51.3 −37.9 40.7 −65.5 −44.4 34.2 – – –

N2 −61.4 −17.8 50.7 −73.3 −13.7 22.1 −62.0 −26.5 63.5

2

Ir −8.6 0.0 93.3 −29.7 −14.7 12.5 – – –
N2 −2.7 −2.0 6.7 −1.8 −1.3 5.0 – – –
N3 −2.7 1.1 5.6 −1.0 2.0 3.0 – – –
N4 −4.6 −3.7 −1.3 −5.0 −4.8 −1.6 – – –

3
Ir −13.5 −2.2 2.6 −13.1 7.1 1.8 – – –

N2 2.7 4.8 19.8 3.9 6.5 26.5 – – –
O 10.5 6.2 −32.4 9.81 2.0 −47.8 – – –

∆g. Specifically, B3LYP results in ∆g values that are more than
twice as large as the BP86 values. This significant discrepancy
indicates that there is a larger amount of spin density located on
the metal center obtained in B3LYP calculations compared to the
BP86 results.

Similar trends can be observed for the A tensors. While the hy-
perfine couplings are large for the iridium metal center and the ni-
trido ligand in complex 1, which is in agreement with the distribu-
tion of the spin density, only the metal center features a significant
hyperfine coupling for complex 2 (note the small values of the A

tensor for all nitrogen atoms of the azide ligand in Table 3). As
expected for complex 3, the hyperfine coupling on the metal cen-
ter further decreases. However, the nitrogen and oxygen atoms
of the nitrosyl ligand have non-vanishing hyperfine coupling con-
stants which can be explained by the non-vanishing spin den-
sity on the nitrosyl ligand as predicted in all DFT calculations.
As observed for g tensors and ∆g, the hybrid B3LYP exchange–
correlation functional yields considerably larger hyperfine cou-
plings than BP86. Furthermore, the A tensor predicted by the
BP86 exchange–correlation functional agrees very well with ex-
perimental data, while B3LYP performs better for the g tensor. We
should, however, emphasize that the components of the A tensor
are more sensitive to the choice of the exchange–correlation func-
tional than the g tensor. Although the (qualitative) differences in
DFT magnetization density distributions might be hardly visible
from the isosurface plots, the numerical discrepancies in magnetic
properties illustrate the quantitative differences between various
exchange–correlation functionals in predicting electronic struc-
tures and properties for iridium complexes.

4 Conclusions

As the magnetization density is an essential quantity for the cal-
culation of EPR parameters, quantum chemistry must be able
to predict magnetization density distributions accurately. Recent
studies, however, demonstrate the difficulty in calculating reliable
magnetization density distributions for open-shell iron-containing
complexes.23,33,34 Specifically, magnetization density distribu-
tions strongly depend on the chosen approximate exchange–
correlation functional. In this work, we have investigated the per-
formance of different exchange–correlation functionals in predict-
ing magnetization densities and magnetic properties for iridium
PNP pincer-type complexes containing different (non-innocent)

ligands. Furthermore, we have studied how the magnetization
density and magnetic properties change with respect to the choice
of the (non-innocent) ligand.

Our study emphasizes that magnetization density distributions
of iridium PNP pincer-type complexes are sensitive to the chosen
approximate exchange–correlation functional. Although these
discrepancies are small and less pronounced than in 3d-transition
metal complexes,23,33 the quantitative differences in magnetic
properties are non-negligible. This precludes the calculation of
properties depending on the magnetization density such as EPR
parameters using current approximations to the exact exchange–
correlation functional.

To decide which approximate exchange–correlation functionals
yield reliable magnetization density distributions, wavefunction-
based methods are required. Comparison to CASSCF results can
serve as an accurate benchmark of exchange–correlation func-
tionals and highlight the most important discrepancies. We have
studied different sizes of the active orbital space to ensure conver-
gence of the magnetization density with respect to the dimension
of the active space. Specifically, our CASSCF calculations indicate
that the active spaces of the investigated iridium complexes are
stable and that a medium-sized number of active electrons and
orbitals is sufficient to describe their electronic structures reliably.

A comparison of DFT and CASSCF magnetization density iso-
surface plots and the absolute and square-root errors in DFT–
CASSCF magnetization density difference distributions indicate
that none of the investigated exchange–correlation functionals
can accurately predict the magnetization density in iridium PNP
pincer-type complexes. Specifically, DFT tends to distribute the
spin density on the ligand atoms and the PNP backbone and pre-
dicts a large excess of β -electron density on the metal center
and the ligand backbone. Although the BP86, BLYP, and PBE
exchange–correlation functionals result in magnetization densi-
ties that are qualitatively closest to the CASSCF reference dis-
tribution for all investigated exchange–correlation functionals
and iridium compounds, the qualitative differences around the
PNP pincer backbone and around the iridium center are non-
negligible. Moreover, the absolute and square-root errors in DFT–
CASSCF magnetization density difference distributions highlight
the ambiguity of DFT results and the difficulty in predicting both
quantitatively and qualitatively accurate magnetization densities
within DFT. While both hybrid and non-hybrid functionals yield
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similar absolute and square-root errors for compound 1, hybrid
functionals result in smaller errors for complex 2, whereas non-
hybrid functionals deviate least from the CASSCF reference for
complex 3.

Furthermore, the excess of α-electron density is strongly de-
pendent on the choice of the non-innocent ligand and thus de-
termines the reactivity of the corresponding iridium compounds.
While the α-electron density is localized on the nitrido ligand and
the iridium center in complex 1, exchanging the nitrido ligand
with the azide ligand leads to an excess of α-electron density
mainly distributed over the metal center. In contrast to nitrido
and azide, the nitrosyl ligand results in an iridium PNP pincer-
type complex where the magnetization density is distributed over
the PNP pincer backbone.

In summary, we find that none of the tested exchange–
correlation functionals is able to provide a satisfactory descrip-
tion of the magnetization densities and magnetic properties in
the investigated iridium complexes. Similar problems have been
already observed for iron complexes containing non-innocent lig-
ands.23,33,34 In contrast to previous findings,24 however, conven-
tional electron correlation methods, like CASSCF, are sufficient in
describing the electronic structure of the considered iridium com-
pounds accurately. Our study emphasized the importance of ana-
lyzing density functionals to understand their failures and weak-
nesses and to improve current approximations to the exchange–
correlation functional to be applicable to challenging problems
in transition-metal chemistry. This can be achieved by, for in-
stance, including large transition metal compounds in the test
sets when developing new exchange–correlation functionals,75

using composite approaches,76–78 taking the magnetization den-
sity properly into account within a spin-DFT formalism,79 and
explicitly reconstructing exchange–correlation potentials from ac-
curate (magnetization) densities80,81 or reduced density matri-
ces.82
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