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The Effect of Nitrido, Azide, and Nitrosyl Ligands on
Magnetization Densities and Magnetic Properties of
Iridium PNP Pincer-Type Complexes’

Daniel Stuart,*® Pawet Tecmer,®* Paul W. Ayers,* and Katharina Boguslawskic*

We present a systematic theoretical study of electronic structures, magnetization densities, and
magnetic properties of iridium PNP pincer-type complexes containing non-innocent nitrido, azide,
and nitrosyl ligands. Specifically, the quality and accuracy of density functional theory (DFT) in
predicting magnetization densities obtained from various approximate exchange—correlation func-
tionals is assessed by comparing them to complete active space self-consistent field (CASSCF)
reference distributions. Our analysis points to qualitative differences in DFT magnetization densi-
ties at the iridium metal center and the pincer ligand backbone compared to CASSCF reference
data when the non-innocent ligands are changed from nitrido, to azide, to nitrosyl. These obser-
vations are reflected in large differences in hyperfine couplings calculated for the iridium metal

center.

1 Introduction

Transition metal complexes are central to metal-mediated cataly-
sis and bioinorganic chemistry. Specifically, there has been a great
deal of research into the role of nitrido complexes in a wide ar-
ray of applications including catalysis in biological systems and
the Haber-Bosch process. Currently, the group 8 ruthenium and
iron terminal nitrido complexes are considered active catalysts in
reactions involving nitrogen fixation and C-H bond activation. =4
Looking at bioinorganic systems, terminal nitrido complexes can
play a vital role in enzymatic reactions and using a model system
can provide insight into the mechanism and role the nitrido lig-
and plays in the body. High-valent nitrido iron species have been
proposed as intermediates in some of these reactions leading to
unusually high formal oxidation states of the iron metal center.®
The first terminal FelV =N complex was synthesized in solution
at room temperature and has been fully characterized by 'H-,

*  Corresponding authors: E-mails:

katharina.boguslawski@gmail.com,
ptecmer@gmail.com.

¢ Department of Chemistry and Chemical Biology, McMaster University, 1280 Main
Street West, Hamilton, L8S 4M1, Ontario, Canada.

? Department of Chemistry and Biochemistry, University of Lethbridge, 4401 University
Drive, Lethbridge, Alberta, T1K 3M4, Canada.

¢ Institute of Physics, Faculty of Physics, Astronomy and Informatics, Nicolaus Coperni-
cus University, Grudgziqdzka 5, 87-100 Torur, Poland.

T Electronic Supplementary Information (ESI) available: BP86-optimized molecular
structures, DFT and CASSCF magnetization density isosurface plots, DFT-CASSCF
and CASSCE-CASSCF magnetization density difference plots, CASSCF natural or-
bitals and natural occupation numbers, and ($?) expectation values. See DOIL:
10.1039/b000000x/

This journal is © The Royal Society of Chemistry [year]

31p. I5SN.NMR, Mossbauer, infrared, and X-ray absorption spec-
troscopy showing a relatively short Fe-N distance compared to the
FelV-0 bond lengths of oxoiron(IV) complexes commonly seen in
the catalytic cycles of heme and nonheme iron enzymes.®* This
was explained by the greater & basicity of the nitrido ligand com-
pared to the oxo ligand.

The nitrido ligand can be thought of as a N>~ trianionic lig-
and with a significant charge transfer generally resulting in the
metal center having a higher oxidation state. Since ruthenium
and osmium transition metals can adopt an oxidation state of +6
or higher, it is more common to find examples of these nitrido
compounds.? Going further, there are more examples of osmium
nitrido complexes than their ruthenium analogs. A variety of lig-
ands have been used to support these osmium compounds rang-
ing from halogen and pseudohalogen ligands, amines, alkoxides,
polypropyl ligands, and polyoxometallates. One important lig-
and commonly used to stabilize these nitrido complexes is the
PNP pincer ligands which are commonly known to act as active
catalysts in hydrogenation and dehydrogenation reactions. 1018
Recently there has been a push to investigate the PNP-type pincer
complexes of first row, inexpensive metals such as cobalt!® and
iron!4 compared to the ruthenium, rhodium, and iridium coun-
terparts which have already proven to be useful catalysts. In a
recent study, a rare Re(I) PNP pincer complex was used for ac-
tivation of nitriles involving reversible C~C and M-N bond for-
mation. ¥ In another study, the square-planar Ir(II) PNP pincer
complex [IrCl(L)] (where L = N(CH,CH,PR,), and R = tBu)
was isolated and then oxidized to give the first example of the
diamagnetic [IrCl(L)JPF, square-planar iridium(Ill) complex. 20

Journal Name, [year], [vol.], 1-10 | 1



RSC Advances

The reactivity of metal terminal nitrido complexes were con-
sidered rare, primarily due to unfavourable electron interactions
between strong 7-donor ligands and electron rich metals. More
specifically, those metal nitrido complexes with a valence-electron
count of d" where n > 4, are considered unstable because of
the inability for M—-N #-bonding to occur due to the absence of
free metal orbitals.® Recently, it has been shown that square pla-
nar terminal nitrido ¢* complexes can exist as a result of the
two free d-orbitals with appropriate symmetry, analogous to a d?
pseudo-octahedral complex.2! An example of this includes a tran-
sient rhodium(IV) terminal nitrido complex, synthesized from the
azido analog, stabilized by the pincer complex N(CH,CH,PR,),
(where R = tBu).22 The unpaired electron is primarily localized
in a Rh-N n*-orbital leading to a covalent-like bond with substan-
tial spin density located at the nitrido ligand. A similar iridium ni-
trido complex was previously synthesized,?? and was character-
ized by Electron Paramagnetic Resonance (EPR) studies with the
aid of density functional theory (DFT) calculations. It was also
noted in both the iridium and rhodium complexes that dimeriza-
tion occurred via radial-type N-N coupling.

Another important ligand in biological and industrial processes
is the nitrosyl ligand. Transition metal nitrosyl ligand complexes
often play an important role in homogeneous catalysis in en-
zymatic reactions of biological systems but are relatively unex-
plored for other applications. They function as 7 accepting, non-
innocent ancillary ligands and take the form of either the linear or
bent transformations. Since these configurations are reversible,
being able to bind as either NO*, NO®, or NO™~ can trigger vari-
ous catalytic pathways. The non-innocence of this ligand allows it
to stabilize various species involved in catalysis by either supply-
ing electron density to the metal center or scavenging electrons
located on the metal center.23-2> The NO ligand also functions as
a redox-active ligand responsible for oxygen atom transfer via the
nitric oxide and nitrosyl redox couple. 26

Unfortunately, experimental studies on transition metal com-
pounds are often not sufficient to determine their molecular prop-
erties, like, for instance, spatial distributions of (unpaired elec-
tron) spin density in the ground state and energy differences be-
tween states of different spin multiplicity. As complement to ex-
perimental studies, theoretical modeling of transition metal com-
plexes has thus become indispensable for a detailed understand-
ing of their molecular properties, function as catalytically active
centers, and catalytic mechanisms. However, theoretical deter-
mination of electronic structures and properties of transition-
metal compounds remains a remarkable challenge for present-
day quantum chemistry, especially if transition-metal complexes
contain unpaired electrons and hence have to be described by
open-shell wavefunctions.27-28 Computationally cheap methods
such as DFT, often fail in predicting the energetically lowest-
lying spin-state electronic configuration and spin-density distribu-
tions in open-shell transition-metal complexes. 23-2429-37 Failures
of approximate exchange—correlation functionals in predicting
molecular properties of open-shell complexes have been traced
to the delocalization error and static correlation error, 3839 which
are rooted in an inappropriate behavior of the energy with respect
to fractional charges and fractional spins.4%-44 Reliable modeling
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of transition metal compounds requires more expensive, but ro-
bust wavefunction-based methods that can further be used to as-
sess the accuracy and reliability of DFT calculations. Yet, due to
the large size of catalytically active transition-metal complexes,
wavefunction-based methods are prohibitive for routine appli-
cations and DFT calculations are commonly used to elucidate
molecular properties and confirm experimental findings. In this
work, we use wavefunction-based methods to investigate the elec-
tronic structure of iridium PNP pincer-type complexes with ni-
trido (1), azide (2), and nitrosyl (3) ligands, as shown in Figure 1,
and examine how those ligands influence the electronic structure
and magnetic properties of iridium complexes. Our wavefunction
calculations will serve as a reference to assess the accuracy and
reliability of commonly used approximate exchange—correlation
functionals in predicting ground-state properties of iridium com-
pounds.

This work is organized as follow. In section 2, we summa-
rize the computational methodology used to optimize geometries,
electronic structures, and magnetic properties of iridium nitrido,
azide, and nitrosyl complexes. Numerical results are presented in
section 3. Finally, we conclude in section 4.

2 Computational Methodology

2.1 DFT

All unrestricted DFT calculations were performed with the quan-
tum chemical package ADF 2013 (Amsterdam Density Func-
tional). 4> The structures of 1, 2, and 3 were optimized using the
triple-{ polarization Slater-type orbital basis set (TZP) along with
the BP86 exchange—correlation functional.4%47 No spatial sym-
metry constraints were imposed during the optimization process.
The overall electronic charge of compounds 1 and 2 is neutral and
both molecules are in the doublet (S = 1/2) electronic ground
state. Compound 3 has a molecular charge of +1 and a triplet (S
= 1) ground-state electronic configuration. A large frozen core
was used. Since the effect of spin-orbit coupling on molecular
geometries is negligible, only scalar-relativistic effects were in-
cluded through the zeroth-order regular approximation (ZORA)
Hamiltonian. 48

These optimized geometries were used in subsequent single-
point calculations to determine magnetization-density distri-
butions using the B3LYP,4° BLYP,47:°0 BP86,4%47 M06-L,51:52
OLYP,>3 OPBE,>* PBE,>* PBEO,>>°® TPSS,>” and TPSSh®°8
exchange—correlation functionals. In these single-point calcula-
tions, no frozen core was used. We should note that in all DFT
calculations no spin contamination was observed and all ($2) ex-
pectation values agree very well with the corresponding ideal
value. All ($?) expectation values are summarized in Table S4
of the Supplementary Information. }

The g tensors®? and the nuclear magnetic dipole hyperfine in-
teractions (A tensors) 0 were calculated for the BP864%47 and
B3LYP#® exchange—correlation functionals. The Gaussian-type
nuclear model was used, while spin—orbit coupling was included
using the all-electron ZORA Hamiltonian and was treated in a
self-consistent manner.

This journal is © The Royal Society of Chemistry [year]
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Fig. 1 BP86 optimized structures of iridium PNP pincer-type complexes.
1:IrLN. 2: IrLN3. 3 I'LNO. L = (N(CH,CH,PR,),) and R = tBu.

2.2 CASSCF
All CASSCF61-63 calculations were performed in the MOL-
PRO2012 program package® using the DFT optimized
structures. A TZP ANO-RCC basis set was used for the
iridium atom and a DZ ANO-RCC basis set for all other
elements. Specifically, the following contraction schemes
were applied: H:(8s4p3d1f) — [3s2pld],*®* C, N, and
O:(8s7pad3f2g) — [3s3p1d|,%° P:(8sTp5daf2g) — [4s3pld],®®
and Ir:(11s8p6d4f2g) — [7s6p3d2f].%7 Scalar relativistic effects
were included through the second-order Douglas—Kroll-Hess
Hamiltonian. %859 In all CASSCF calculations, no spatial symme-
try was imposed. However, to facilitate chemical interpretation,
we will label the orbitals according to their main character (o,
7, etc) whenever possible. The natural orbitals of all CASSCF
calculations and their corresponding natural occupation numbers
are listed in Figures S4 and S5, S9 to S13, and S17 to S19 of the
Supplementary Information.

For complex 1, we performed two sets of CASSCF calculations,
CAS(9,8)SCF and CAS(9,10)SCF. The former one comprises two
doubly occupied z-type orbitals, one doubly occupied o-type or-

This journal is © The Royal Society of Chemistry [year]
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bital, one singly occupied n*-type orbital, one virtual z*-type or-
bital, one virtual ¢*-type orbital and one additional virtual or-
bital. The active space in CAS(9,10)SCF additionally contains two
virtual orbitals (see Figures S4 and S5 of the Supplementary In-
formation for more details). This largest active space calculation
will be used as reference data for system 1.

The minimal active space for system 2 comprises two doubly
occupied z-type orbitals, two unoccupied z*-type orbitals as well
as one singly occupied n-type orbital (CAS(5,5)SCF). This active
space was further extended by one and two sets of occupied and
virtual orbitals, resulting in CAS(7,7)SCF and CAS(9,9)SCF, re-
spectively. In another series, we included only occupied orbitals
in the CAS(5,5) active space leading to our CAS(9,7)SCF and
CAS(13,9)SCF calculations. The largest active space was com-
posed of 15 electrons and 11 orbitals, resulting in CAS(15,11)SCF
(see Figures S9 to S13 of the Supplementary Information for more
details). Specifically, it contains seven doubly occupied 7 /7*-type
orbitals, one singly occupied z-type orbital, and three virtual or-
bitals (two 7* /*-type orbitals and one “double-d shell” orbital).
The latter was used as reference calculation for complex 2.

For complex 3, we performed CAS(6,6)SCF calculations, where
6 electrons were correlated among 6 orbitals. The active space in-
cludes two doubly occupied zn*-type orbitals, two virtual z*-type
orbitals, and two singly occupied o-type orbitals. In a subsequent
calculations, we extended the active spaces to CAS(8,8)SCF and
CAS(10,10)SCF, where one and two sets of additional z*-type or-
bitals were correlated. Our final active space was extended by
two virtual “double-d shell” orbitals, resulting in CAS(10,12)SCF.
This calculation was used as a reference calculation for 3 (see
Figures S17 to S19 of the Supplementary Information for more
details).

Table 1 Absolute error and root-square error of DFT-CASSCF and
CASSCF-CASSCF magnetization density difference distributions for
complexes 1, 2, and 3. CASSCF indicates the errors in magnetization
densities calculated from the largest active space and the second
largest active space as summarized in the Computational Details.

1 2 3

Method Agbs Arg Agps Arg Agps Arg
BP86 0.175 0.019 0.419 0.048 0.451 0.043
BLYP 0.158 0.017 0.412 0.048 0.454 0.044
OLYP 0.187  0.020 0.415 0.046 0.469  0.045
OPBE 0.187  0.020 0.420 0.046 0.465 0.045
PBE 0.170 0.018 0.411 0.047 0.449 0.043
PBEO 0.180  0.020 0.331 0.031 0.577 0.062
TPSS 0.177  0.019 0.432  0.047 0.457  0.044
TPSSh 0.181 0.020 0.398  0.040 0.496  0.050
MO6-L 0.152  0.013 0.398  0.040 0.480 0.045
B3LYP 0.162  0.018 0.348 0.034 0.540  0.057
CASSCF 0.028  0.005 0.005 0.001 0.013 0.002

3 Numerical Results

3.1 Magnetization density distributions

To assess the similarity of different magnetization densities, we
need to define suitable measures. This will allow us, for instance,
to assess the accuracy of a given magnetization density with re-
spect to a reference magnetization density. Isosorface plots of the
magnetization density or the difference in magnetization densi-
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(i1i) CASSCF

Fig. 2 Magnetization density plots of a) complex 1 with an isosurface
value of 0.001, b) complex 2 with an isosurface value of 0.001, and ¢}
complex 3 with an isosurface value of 0.003, comparing the (i) BP86
and (ii) B3LYP exchange-correlation functionals with the (i) CASSCF
method. A blue isosurface indicates an excess of a-electron density,
while a yellow isosurface indicates an excess of -electron density.

ties calculated for two different quantum chemistry methods can
only serve as a qualitative measure. A better way to evaluate
the similarity in these methods is to introduce a distance measure
that quantifies the errors between two magnetization densities.
Our distance measures are defined with respect to the absolute
error in the magnetization density difference distribution (for ei-
ther the same quantum chemistry method or two different meth-
ods). Specifically, the accumulated absolute error A, is defined
as

Bavs = [ 1o (5) — () M

and the root-square error A, reads

t=1/ [Iop) - pp(oar @

where p/”(r) is the magnetization density distriubtion of some cal-
culation i (either CASSCF or DFT). If two magnetization densities
p;*(r) and p}(r) are similar, both error measures Ay and Ay will
approach zero.

3.1.1 Complex 1—Nitrido.

The magnetization-density distributions calculated for 1 are
shown in Figure 2(a) for an isosurface value of 0.001. We
should emphasize that, for all iridium complexes, all investigated
exchange—correlation functionals give magnetization-density dis-
tributions that can be arranged in two main groups: those that
yield magnetization densities qualitatively closer to BP86 and
those being closer to B3LYP. Hence only the BP86 and B3LYP re-
sults are shown in Figure 2. The magnetization density distribu-
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tions of the remaining exchange—correlation functionals as well as
all CASSCF magnetization densities are summarized in the Sup-
plementary Information. Specifically, the differences in CASSCF
magnetization densities optimized for various active spaces are
negligible and thus only the CAS(9,10)SCF results are shown (see
Table 1 and Supplementary Figure S1). Furthermore, an analysis
of the CASSCF wavefunction indicates a single-reference nature
of system 1 (large (absolute) CI expansion coefficients of the prin-
cipal configuration of 0.97 and |CI|2 = 0.95 for CAS(9,10)SCF).

For both DFT and CASSCF, an excess of a-electron density
exists on the nitrido ligand and iridium metal center (see Fig-
ure 2(a) and Supplementary Figure S2). There appears to be
nearly no spin density on the PNP pincer ligand in CASSCF, how-
ever, DFT predicts there to be an excess of -density on the nitro-
gen atoms in complex 1. Furthermore, compared to CASSCF, DFT
predicts the a-electron density to be more delocalized around the
iridium metal and carbon atoms of the PNP pincer ligand back-
bone. The DFT-CASSCF difference plots (see Supplementary Fig-
ure S3), illustrate there is an excess of a-electron density around
the iridium metal center in CASSCF compared to DFT calcula-
tions. The magnetization density predicted by the PBE, BP86, and
BLYP exchange—correlation functionals are qualitatively the clos-
est match to the CAS(9,10)SCF reference magnetization density,
whereas the hybrid functionals PBEO, B3LYP, and TPSSh show a
clear separation of «- and S-electron density around the metal
center and the PNP pincer backbone and are not in good agree-
ment with CAS(9,10)SCF results.

The absolute error and root-square error for all DFT-CASSCF
magnetization density difference distributions are summarized
in Table 1. Although PBE, BP86, and BLYP yield magnetization
densities that qualitatively agree best with the CASSCF reference
distribution (lack of fB-electron density around the metal cen-
ter), they have the largest A, and Ay values for all investigated
exchange—correlation functionals. The smallest errors in magne-
tization density are found for the M06-L and B3LYP exchange—
correlation functionals, even though the corresponding magneti-
zation density distributions differ qualitatively from the CASSCF
reference. Note, however, that the differences in A, and A, are
small and it remains difficult to judge which exchange-correlation
functionals predict the most accurate magnetization densities.

3.1.2 Complex 2—Azide.

The magnetization density distributions of compound 2 are
shown in Figure 2(b) with an isosurface value of 0.001.
All our CASSCF calculations, ie., CAS(5,5)SCF, CAS(7,7)SCF,
CAS(9,9)SCF, CAS(13,9)SCF, and CAS(15,11)SCF, predict sim-
ilar magnetization density distributions, with differences being
negligible and much smaller than the differences between DFT
and CASSCF results. Thus only the CAS(15,11)SCF magnetiza-
tion density is shown in Figure 2(b) (for a complete picture, we
refer the reader to Figure S6 in the Supplementary Information).
Furthermore, an analysis of the CASSCF wavefunction indicates
a single-reference nature of complex 2 (large (absolute) CI ex-
pansion coefficients of the principal configuration of 0.97 and
|CI|? = 0.95).

In general, there is an excess of a-electron density around the

This journal is © The Royal Society of Chemistry [year]
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iridium metal center and the nitrogen atoms of both the azide and
PNP pincer ligands for both DFT and CASSCF (see Figure 2(b)
and Supplementary Figure S7). The DFT-CASSCF magnetiza-
tion density difference plots show the iridium atom carrying less
a-electron density in CASSCF compared to the DFT results (see
Supplementary Figure S8). Looking at the carbon atoms on the
PNP pincer ligand backbone, we observe a noticeable difference
in the magnetization density distributions predicted by DFT and
CASSCF. While DFT shows alternating excess of o- and 3-electron
density on the C-C-N-C-C backbone, respectively, CAS(15,11)SCF
results in o-electron density only on the nitrogen atom of the lig-
and backbone and no f-electron density, independent of the ac-
tive space chosen in CASSCF calculations. Furthermore, the spin
polarization around the azide ligand is much smaller in CASSCF,
while both hybrid and non-hybrid exchange-correlation function-
als predict a greater excess of -electron density around the ni-
trogen atoms. However, the BP86, BLYP, and PBE exchange—
correlation functionals result in magnetization densities that ap-
pear qualitatively closest to the CAS(15,11)SCF reference distri-
bution, with the smallest amount of S-electron density around
the nitrogen atoms.

The absolute error and root-square error for all DFT-CASSCF
magnetization density difference distributions are summarized in
Table 1. As observed for compound 1, the meta-GGA functionals
(PBE, BP86, OLYP, OPBE, and BLYP) have the largest A, and A
values for all investigated exchange-correlation functionals, de-
spite their qualitative agreement in magnetization densities with
the CASSCF reference distribution. For complex 2, the smallest
errors are found for the PBEO and B3LYP exchange-correlation
functionals, even though the corresponding magnetization den-
sities differ qualitatively more from the CASSCF reference. We
should note that, for complex 2, all hybrid exchange—correlation
functionals predict magnetization densities that have the small-
est Ayps and A errors for all investigated exchange-correlation
functionals.

3.1.3 Complex 3—Nitrosyl.

The magnetization density distributions of complex 3 are shown
in Figure 2(c), but with an isosurface value of 0.003. Similar
to compounds 1 and 2, all CASSCF calculations result in simi-
lar magnetization density distributions. The differences between
CAS(6,6)SCF, CAS(8,8)SCF, and CAS(10,12)SCF are negligible
and much smaller than the differences between CASSCF and DFT
(see Table 1 and Supplementary Figures S14 and S16). Thus,
only the CAS(10,12)SCF result is shown in Figure 2. As for com-
pounds 1 and 2, an analysis of the CASSCF wavefunction indi-
cates a single-reference nature of system 3 (large (absolute) CI
expansion coefficients of the principal configuration of 0.95 and
|CI|? = 0.91).

In contrast to 1 and 2, the a-electron density on 3 primar-
ily resides on the C-C-N-C-C ligand backbone for both DFT and
CASSCF (see Figure 2(c) and Supplementary Figure S15). Most
importantly, CASSCF predicts no 3-electron density on the ligand
backbone, whereas all exchange-correlation functions show var-
ious amounts of -electron density, depending on the exchange—
correlation functional, including a larger excess of 3-electron den-

This journal is © The Royal Society of Chemistry [year]
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sity on the iridium center. Furthermore, the o-electron density
on the nitrosyl ligand is much smaller in CASSCF results com-
pared to DFT. The main difference between the hybrid exchange—
correlation functionals, such as B3LYP, and the other exchange-
correlation functionals, such as BP86, is that the hybrid func-
tionals have a larger excess of B-electron density around the
iridium atom and the pincer ligand. This small amount of -
electron density present on complex 3 for the BP86, BLYP, and
PBE exchange—correlation functionals results in a closer compari-
son to the CAS(10,12)SCF results, as seen from the DFT-CASSCF
difference plots (Supplementary Figure S16).

Furthermore, the absolute error and root-square error for all
DFT-CASSCF magnetization density difference distributions are
smallest for all meta-GGA functionals (see Table 1), with BP86,
BLYP, and PBE deviating least from the CASSCF reference. In con-
trast to 1 and 2, hybrid exchange—correlation functionals yield the
largest A,ps and Ay errors. These errors are reflected in the large
differences in magnetization density around the iridium metal
center and the nitrosyl ligand (see also Figure S16 of the Sup-
plementary Information).

3.1.4 Concluding remarks.

For all investigated complexes 1 to 3, the DFT magnetization
densities are more strongly delocalized on the ligand atoms
and the PNP pincer-type ligand backbone than the correspond-
ing CASSCF magnetization densities. Moreover, all approximate
exchange—correlation functionals predict more spin-polarized sys-
tems where non-vanishing amounts of f-electron density are
distributed over the ligand atoms (axial ligands and the pin-
cer ligand) and the metal center (see also Figure 2). In
general, all investigated exchange—correlation functionals yield
qualitatively different magnetization density distributions com-
pared to CASSCF, with results obtained by non-hybrid exchange—
correlation functionals, in particular BP86, being qualitatively
closest to the CASSCF reference data. However, looking at the
Aups and Ay errors with respect to the CASSCF reference distribu-
tion, it remains ambiguous which exchange-correlation function-
als can accurately predict the magnetization density in the inves-
tigated iridium compounds. While both hybrid and non-hybrid
functionals perform similar for compound 1, smaller A,ps and Ay
errors are found for hybrid functionals for complex 2 and non-
hybrid functionals for complex 3, respectively. We should empha-
size that the largest errors are obtained for complex 3, irrespec-
tive of the approximate exchange—correlation functional.
Furthermore, when the ligand in iridium PNP pincer-type com-
plexes is changed from nitrido, to azide, and to nitrosyl, the o-
electron density is shifted from the N atom of the nitrido ligand,
over the iridium metal center, to the PNP pincer ligand of complex
3. Specifically, while the a-electron density is equally localized on
the nitrido ligand and the metal center in complex 1, compound
2 features an excess of a-electron density mainly on the metal
center. Substituting the azide ligand by a nitrosyl group shifts the
spin density almost completely on the amido-backbone. There-
fore, in accordance with the decrease in magnetization density
(excess of a-electron density) on the metal center in compound
3, its reactivity decreases compared to the reactivity of 1 and 2.7°
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Table 2 g tensors for compounds 1, 2, and 3 determined by the BP86 and B3LYP exchange—correlation functional. Experimental data, if available, is
provided for comparison. Ag: g anisotropy.

BP86 B3LYP experiment 2!
Complex
811 80 833 Ag 811 80 833 Ag 811 80 833 Ag
1 1.521 1.896 2.065 0.544 1.354 1.848 2.011 0.657 1.320 1.631 1.885 0.565
2 1.924 2162 2900 0.976 1.837 2.137 3.241 1.404 - - - -
3 1.979 1983 2.000 0.021 1936 1.984 1995 0.059 - - - -
LUMO+1 ET T -3.40 1 é
-2.50 — _3563eV i %
o, e _3.601 ETY e RaERe « ‘
< -3.00 = EE
E Sovo -3.100 eV E‘ -3.80 1
) )
53 @ _4.00- — 30006V
2 350 2 -400 SOMO X
—4.20 1
-4.00
SOMO-1 SOMO-1
=—— _i18lev U —— _4366eV
— 43076V -4.40 1 —_— 44146V
SOMO-2 SOMO-2
-4.50
(a)1 (b) 2

Fig. 3 Valence energy levels of a) complex 1 and b) complex 2 determined from the BP86 exchange—correlation functional using the spin-orbit ZORA

Hamiltonian.

3.2 Magnetic properties

The magnetization density distributions discussed in the previ-
ous section allow for a qualitative analysis of the differences be-
tween CASSCF and DFT calculations and their optimized elec-
tronic structures. To emphasize the differences between various
exchange—correlation functionals, we have determined the mag-
netic properties of all iridium compounds, which will facilitate a
quantitative comparison between different exchange—correlation
functionals. In EPR spectroscopy,’! the g tensor is a global prop-
erty of the molecule as it depends (among other things) on the
distribution of the unpaired electron which may be delocalized
over substantial parts of the molecular system. Furthermore, the
interaction of the unpaired electrons with nuclear magnetic mo-
ments gives rise to the phenomenon of hyperfine coupling which
provides valuable information about the electronic structure of
the molecule.

Tables 2 and 3 summarize the molecular g tensor and the A ten-
sor of selected atoms for compounds 1, 2, and 3 and the BP86 and
B3LYP exchange—correlation functionals as well as experimental
results for the compounds that are available. While complex 1
and 2 have g value components larger than 2.1 and smaller than
1.95, respectively, indicating that the radical is mostly centered
on the metal atom, compound 3 features g values that are close
to 2.0 suggesting that the (unpaired electron) spin density is dis-
tributed over the ligand atoms. 72 Similarly, the large g anisotropy
Ag found for compound 1 and 2 points to a large amount of spin
density localized on the metal center, whereas the negligibly small
Ag value for complex 3 denotes an excess of spin density on the
ligand backbone (cf. magnetization density distributions shown in

6| Journal Name, [year], [vol.],1-10

Figure 2). Specifically, Ag is considerably larger for compound 2
than for complex 1, suggesting a larger amount of spin density on
the metal center and thus supporting the previously observed shift
in a-electron density from the axial ligand to the iridium center
when changing the nitrido ligand to an azide ligand. Comparing
to experimental data for compound 1, we can conclude that none
of the studied exchange-correlation functionals is able to predict
an accurate g tensor, whose components are, in general, overes-
timated in DFT calculations. Specifically, BP86 yields a Ag that
agrees well with the experimental value, while the components
of the g tensor calculated by B3LYP are closer to the experimen-
tally determined ones. Finally, we should note that despite the
large atomic number of the iridium atom,”® the effect of spin-
orbit coupling is small, usually in the range of 0.1 to 0.5 eV for
the Ir 5d—shell,”® similar to other 54 metal complexes containing
anion radicals. 74

Furthermore, the differences in electronic structure are re-
flected in the different values of the g tensor. For compound 1,
the components of g are in general smaller than 2 which indicates
that the Singly Occupied Molecular Orbital (SOMO) lies energeti-
cally closer to the Lowest Unoccupied MO (LUMO). In contrast to
1, the components of g for compound 2 are generally larger than
2 suggesting that the SOMO is energetically closer to the High-
est Occupied MO (HOMO) than to the LUMO (see also Figure 3).
We should note that although the overall trends in g tensors are
similar for BP86 and B3LYP, both exchange-correlation function-
als yield considerably different components of the g tensor for all
investigated iridium complexes. In general, B3LYP yields g values
that deviate more strongly from 2 as well as larger g anisotropies

This journal is © The Royal Society of Chemistry [year]
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Table 3 A tensors (in MHz) for compounds 1, 2, and 3 determined by the BP86 and B3LYP exchange—correlation functional. Experimental data, if

available, is provided for comparison.

A BP86 B3LYP experimental %'
tom
ary ax a3 aiy ax a3 ai ay as;
1 Ir —51.3 -37.9 40.7 —65.5 —44.4 34.2 - - -
N2 -61.4 -17.8 50.7 —-73.3 —13.7 22.1 —-62.0 -26.5 63.5
Ir —-8.6 0.0 93.3 —29.7 —14.7 12.5 - - -
2 N2 —2.7 -2.0 6.7 —-1.8 -1.3 5.0 - — -
N3 2.7 1.1 5.6 —-1.0 2.0 3.0 - - -
N4 —4.6 -3.7 -1.3 —-5.0 —4.8 -1.6 - - -
Ir —13.5 —2.2 2.6 —13.1 7.1 1.8 - — -
3 N2 2.7 4.8 19.8 3.9 6.5 26.5 - - -
(0] 10.5 6.2 -324 9.81 2.0 —47.8 - - -

Ag. Specifically, B3LYP results in Ag values that are more than
twice as large as the BP86 values. This significant discrepancy
indicates that there is a larger amount of spin density located on
the metal center obtained in B3LYP calculations compared to the
BP86 results.

Similar trends can be observed for the A tensors. While the hy-
perfine couplings are large for the iridium metal center and the ni-
trido ligand in complex 1, which is in agreement with the distribu-
tion of the spin density, only the metal center features a significant
hyperfine coupling for complex 2 (note the small values of the A
tensor for all nitrogen atoms of the azide ligand in Table 3). As
expected for complex 3, the hyperfine coupling on the metal cen-
ter further decreases. However, the nitrogen and oxygen atoms
of the nitrosyl ligand have non-vanishing hyperfine coupling con-
stants which can be explained by the non-vanishing spin den-
sity on the nitrosyl ligand as predicted in all DFT calculations.
As observed for g tensors and Ag, the hybrid B3LYP exchange—
correlation functional yields considerably larger hyperfine cou-
plings than BP86. Furthermore, the A tensor predicted by the
BP86 exchange-correlation functional agrees very well with ex-
perimental data, while B3LYP performs better for the g tensor. We
should, however, emphasize that the components of the A tensor
are more sensitive to the choice of the exchange-correlation func-
tional than the g tensor. Although the (qualitative) differences in
DFT magnetization density distributions might be hardly visible
from the isosurface plots, the numerical discrepancies in magnetic
properties illustrate the quantitative differences between various
exchange—correlation functionals in predicting electronic struc-
tures and properties for iridium complexes.

4 Conclusions

As the magnetization density is an essential quantity for the cal-
culation of EPR parameters, quantum chemistry must be able
to predict magnetization density distributions accurately. Recent
studies, however, demonstrate the difficulty in calculating reliable
magnetization density distributions for open-shell iron-containing
complexes. 233334 Specifically, magnetization density distribu-
tions strongly depend on the chosen approximate exchange—
correlation functional. In this work, we have investigated the per-
formance of different exchange—correlation functionals in predict-
ing magnetization densities and magnetic properties for iridium
PNP pincer-type complexes containing different (non-innocent)

This journal is © The Royal Society of Chemistry [year]

ligands. Furthermore, we have studied how the magnetization
density and magnetic properties change with respect to the choice
of the (non-innocent) ligand.

Our study emphasizes that magnetization density distributions
of iridium PNP pincer-type complexes are sensitive to the chosen
Although these
discrepancies are small and less pronounced than in 3d-transition
metal complexes,?333 the quantitative differences in magnetic
properties are non-negligible. This precludes the calculation of
properties depending on the magnetization density such as EPR
parameters using current approximations to the exact exchange—
correlation functional.

approximate exchange—correlation functional.

To decide which approximate exchange—correlation functionals
yield reliable magnetization density distributions, wavefunction-
based methods are required. Comparison to CASSCF results can
serve as an accurate benchmark of exchange-correlation func-
tionals and highlight the most important discrepancies. We have
studied different sizes of the active orbital space to ensure conver-
gence of the magnetization density with respect to the dimension
of the active space. Specifically, our CASSCF calculations indicate
that the active spaces of the investigated iridium complexes are
stable and that a medium-sized number of active electrons and
orbitals is sufficient to describe their electronic structures reliably.

A comparison of DFT and CASSCF magnetization density iso-
surface plots and the absolute and square-root errors in DFT-
CASSCF magnetization density difference distributions indicate
that none of the investigated exchange—correlation functionals
can accurately predict the magnetization density in iridium PNP
pincer-type complexes. Specifically, DFT tends to distribute the
spin density on the ligand atoms and the PNP backbone and pre-
dicts a large excess of B-electron density on the metal center
and the ligand backbone. Although the BP86, BLYP, and PBE
exchange—correlation functionals result in magnetization densi-
ties that are qualitatively closest to the CASSCF reference dis-
tribution for all investigated exchange—correlation functionals
and iridium compounds, the qualitative differences around the
PNP pincer backbone and around the iridium center are non-
negligible. Moreover, the absolute and square-root errors in DFT-
CASSCF magnetization density difference distributions highlight
the ambiguity of DFT results and the difficulty in predicting both
quantitatively and qualitatively accurate magnetization densities
within DFT. While both hybrid and non-hybrid functionals yield

Journal Name, [year], [vol.], 1-10 |7
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similar absolute and square-root errors for compound 1, hybrid
functionals result in smaller errors for complex 2, whereas non-
hybrid functionals deviate least from the CASSCF reference for
complex 3.

Furthermore, the excess of a-electron density is strongly de-
pendent on the choice of the non-innocent ligand and thus de-
termines the reactivity of the corresponding iridium compounds.
While the a-electron density is localized on the nitrido ligand and
the iridium center in complex 1, exchanging the nitrido ligand
with the azide ligand leads to an excess of a-electron density
mainly distributed over the metal center. In contrast to nitrido
and azide, the nitrosyl ligand results in an iridium PNP pincer-
type complex where the magnetization density is distributed over
the PNP pincer backbone.

In summary, we find that none of the tested exchange-
correlation functionals is able to provide a satisfactory descrip-
tion of the magnetization densities and magnetic properties in
the investigated iridium complexes. Similar problems have been
already observed for iron complexes containing non-innocent lig-
ands.23:33:34 In contrast to previous findings,2* however, conven-
tional electron correlation methods, like CASSCEF, are sufficient in
describing the electronic structure of the considered iridium com-
pounds accurately. Our study emphasized the importance of ana-
lyzing density functionals to understand their failures and weak-
nesses and to improve current approximations to the exchange—
correlation functional to be applicable to challenging problems
in transition-metal chemistry. This can be achieved by, for in-
stance, including large transition metal compounds in the test
sets when developing new exchange—correlation functionals,”>
using composite approaches,”78 taking the magnetization den-
sity properly into account within a spin-DFT formalism,”® and
explicitly reconstructing exchange—correlation potentials from ac-
curate (magnetization) densities8%8! or reduced density matri-

ces. 82
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