Ab initio study on optical properties of glycine sodium nitrate: A novel semiorganic nonlinear optical crystal
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Abstract

The electronic structure, linear and nonlinear optical susceptibilities of crystalline glycine-sodium nitrate (GSN) has been studied using the full potential linear augmented plane wave method within density-functional theory. In addition, we have investigated the excitonic effects by means of the bootstrap exchange-correlation kernel within time dependent density functional theory. The crystal in question has band structure with low dispersion which is a characteristic behavior of molecular crystals. Findings show that the inorganic nitrate group play major role in enhancing the optical response of this semi-organic crystal. Although, GSN shows smaller nonlinear response, in comparison with organic crystals, but it has wide range of transparency as well as sufficient anisotropy, which make it promising crystal for nonlinear applications. This study show that $\chi^{(2)}_{yxy}$ is more important in infrared region of spectra, while $\chi^{(2)}_{zyx}$ possesses the dominant peak in ultraviolet region. In addition to the high potential of excitonic effects, the investigated crystal shows extremely small wavelengths of plasmon peaks.
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1. Introduction

Since the invention of the laser in 1960, there have been significant developments in the field of nonlinear optical materials. Among the nonlinear optical (NLO) materials, organic materials have attracted a great deal of attention, as they have large optical susceptibilities, inherent ultrafast response time and high optical threshold for laser power compared with inorganic materials [1]. During the last decades, extensive studies have been devoted to achieving a better understanding of factors that may lead to acentric crystals with large NLO responses. Recent studies have shown that semi-organic materials, especially from the amino acid family, are promising candidates for NLO applications as they tend to combine the features of organic with that of inorganic materials [2]. They have several attractive properties such as high NLO coefficient, high damage threshold, wide transparency range, high mechanical strength and thermal stability. The amino acids have interesting physical and chemical properties, since they have chiral symmetry as well as the electron acceptor carboxyl acid (–COOH) group and the electron donor amino (–NH2) group. Combinations of amino acids with other organic and inorganic materials, give rise to prominent NLO materials, such as l-arginine phosphate, l-arginine hydrochloride, l-histidine tetrafluoroborate, l-alanine tetrafluoroborate, l-histidine bromide, etc. Glycine is the simplest amino acid which has a basic role in the structure of Glycine-sodium nitrate (GSN), as a new NLO crystal. The crystalline GSN (C₂H₅N₂NaO₅) has proven to be a suitable candidate for NLO applications, and the SHG efficiency of this crystal was found to be greater than that of potassium dihydrogen phosphate (KDP) crystal [3]. The crystal band structure, the density of states and the optical absorption of GSN were studied both theoretically and experimentally [4]. Vijayakumaret al. [5] have reported the vibrational spectral analysis of this material using FT-Raman and FT-IR spectroscopy. It is found that GSN is thermally stable up to 198 ºC [6]. Suresh et al. [7] have reported the density measurements, the dielectric studies and the dependence of extinction coefficient (k) and refractive index (n) on the absorption of GSN. In addition, the thermal analyses, the dielectric behavior, the mechanical strength and the work hardening co-efficient of GSN were studied by J. Mary Linet and S. Jerome Das, experimentally [8]. Also, there are studies about the effect of PH on crystal growth [9] and SHG [10] of GSN.

This study tries to give new information about the linear and nonlinear optical properties of GSN within the framework of DFT theory. To the best of our knowledge, there are no ab initio full band structure reports on the nonlinear optical response of GSN. In addition, the mBJ-based calculations for the linear optical response and the electronic structure have been reported for the first time. It’s worth mentioning that, in the most of theoretical simulations for nonlinear optic, the bulk susceptibilities are calculated from a straightforward tensor sum over the microscopic (molecular) properties [11,12], while a more comprehensive approach is the
full treatment of periodic crystals by means of band structure theory, although a few studies have used ab-initio full band-structure model to calculate the linear and nonlinear optical responses of crystals. Also, this study tries to investigate the excitonic effects of GSN crystal using Time Dependent Density Functional Theory (TDDFT) [13,14]. Such a study (on GSN crystal) has not been reported earlier. We have used Bootstrap approximation which is known to give optical spectra in excellent agreement with experiments [15], and is computationally less expensive than solving the Bethe Salpeter equation. The differences between TDDFT and RPA results show clear signatures of excitonic effects.

Since the nonlinear susceptibilities are very sensitive to the energy gap, we have used mBJ [16] approximation which can efficiently improve the band gap and give better band splitting. Studies have shown that the mBJ potential is generally as accurate in predicting the energy gaps of many semiconductors as the much more expensive GW method [17].

Next section presents the basic theoretical aspects and computational details of our study. The calculated electronic structure and the optical response are presented in section 3. Last section is devoted to the summary and principle conclusions.
2. Computational details

A. Calculation parameters

Our calculations were performed using the highly accurate all-electron full potential linearized augmented plane wave (FP-LAPW) method based on DFT as implemented in the ELK code [18]. This is an implementation of the DFT with different possible approximation for the exchange correlation (XC) potentials. We have used the generalized gradient approximation (GGA) of Perdew-Burke-Ernzerhof [19] and the modified Becke-Johnson exchange potential (mBJ) [16,17], for the exchange-correlation potentials. The mBJ exchange potential is available through an interface to the Libxc library [20]. Basis functions are expanded in combinations of spherical harmonic functions inside non-overlapping spheres at the atomic sites (muffin-tin spheres) and in plane waves in the interstitial regions. The muffin-tin radii for Oxygen (O), Nitrogen (N), Sodium (Na), hydrogen (H) and carbon (C) was taken to be 1.16, 1.16, 2.2, 0.6 and 1.18 a.u., respectively. The interstitial plane wave vector cut off \( K_{\text{max}} \) is chosen such that \( R_{\text{mt}} K_{\text{max}} \) equals 5 for all the calculations. The convergence parameter \( R_{\text{mt}} K_{\text{max}} \), where \( K_{\text{max}} \) is the plane-wave cut-off and \( R_{\text{mt}} \) is the smallest of all atomic sphere radii, controls the size of the basis. The valence wave functions inside the spheres are expanded up to \( l_{\text{max}}=10 \) while the charge density was Fourier expanded up to \( G_{\text{max}}=14 \). We found the optical spectra to be sufficiently well converged with 300 k-points in the IBZ, and self-consistency was achieved by an iterative process with energy convergence up to 0.0001 eV.

We have used the FHI-aims code [21] for relaxing the atomic positions and structural parameters. FHI-aims uses numeric atom-centered orbitals as the quantum-mechanical basis set:

\[
\varphi_i(r) = \frac{u_i(r)}{r} Y_{lm}(\theta, \varphi)
\]  

Where, \( Y_{lm}(\theta, \varphi) \) are spherical harmonics and the radial \( u_i(r) \) parts are numerically tabulated. Hence, the bases are very flexible and any kind of desired shape can be achieved. This enables accurate all-electron full-potential calculations at a computational cost which is competitive with plane wave methods. It should be noted that, FHI-aims is an efficient computer program package to calculate physical and chemical properties of condensed matter and other cases, such as molecules, clusters, solids, liquids. We have relaxed the structures (including Van der Waals corrections) in a way that every component of the forces acting on the atoms was less than \( 10^{-4} eV/Å \).
B. Mathematical framework of optical response

We have calculated both linear and non-linear optical spectroscopy within independent particle picture. In addition, sophisticated calculation of linear optical spectra by solving linear response time-dependent density functional theory (TDDFT) equation using bootstrap exchange-correlation kernel is presented. The linear optical properties of matter can be described by means of the transverse dielectric function \( \varepsilon(\omega) \). There are two contributions to \( \varepsilon(\omega) \), namely, intra-band and inter-band transitions. We ignored the intra-band contribution, since it is important only for metals. The components of dielectric function were calculated using the traditional expression in the random phase approximation (RPA) [22-24]:

\[
\varepsilon^{ij}(\omega) = \delta^{ij} + \frac{4\pi}{\omega} \sum_k \frac{1}{\Omega} \sum_{c,v} W_k \left( \frac{1}{\varepsilon_v - \varepsilon_c + i\eta} \right) \left( \frac{1}{\varepsilon_v - \varepsilon_c + i\eta} \right)^* \left( \frac{p_v^i(k) p_c^j(k)}{\omega} \right) + \left( \frac{p_v^i(k) p_c^j(k)}{\omega} \right)^* 
\]

(2)

Where the term in the bracket is optical conductivity (atomic units are used in the above formula). The sum covers all possible transitions from the occupied to unoccupied states. The term \( p^j_c \) denotes the momentum matrix element transition from the energy level \( c \) of the conduction band to the level \( v \) of the valence band at certain \( k \)-point in the \( BZ \). \( h\omega \) is the energy of the incident photon and \( \varepsilon_{v,c} \equiv \varepsilon_v - \varepsilon_c \) is the differences between valence and conduction eigenvalue. \( W_k \) is the weight of \( k \)-points over the Brillouin zone and \( \Omega \) is the unit cell volume.

Time-dependent density-functional theory (TDDFT) [25], which extends density-functional theory into the time domain, is another method which is able, in principle, to determine neutral excitations of a system. The TDDFT method can handle large systems and is, basically, exact. Hence, this study tries to cover both the RPA- and TDDFT-based linear optical responses. The key quantity of TDDFT is the exchange-correlation kernel \( f_{xc} \), which, together with the Kohn-Sham (KS) single-particle density-response function \( \chi \), determines the interacting-particles density-response function \( \chi \), as follows:

\[
\chi^{-1}_{GG}(q,\omega) = \left( \chi^{+}\right)^{-1}_{GG}(q,\omega) - \frac{4\pi}{|G + q|^2} \delta_{GG} - f_{xc}^{G G}(q,\omega) 
\]

(3)

While \( \chi^{+} \) is constructed using the single-particle states obtained with a given approximation to the static exchange-correlation potential \( V_{xc}(r) \) [26], \( f_{xc} \) is a true many-body quantity, basically, containing all the dynamic exchange-correlation effects in a real interacting system. Although formally exact, the predictions of TDDFT are only as good as the approximation of the exchange-correlation kernel. A great amount of effort has been invested into the development of approximations to \( f_{xc} \) of semiconductors and insulators [27-35].
this study, we have used the Bootstrap approximation for \( f_{xc} \) [15] which has a wide applicability and is computationally less expensive than solving the Bethe Salpeter equation. The exact relationship between the dielectric function and the kernel \( f_{xc} \) for a periodic solid can be written as:

\[
\epsilon_{GG}^{-1}(q,\omega) = \delta_{GG}^* + v_{GG}^*(q) \chi_{GG}^*(q,\omega) \\
= \delta_{GG}^* + \chi_{GG}^*(q,\omega) v_{GG}^*(q) \left[ 1 - \left( v_{GG}^*(q) + f_{xc}^*(q,\omega) \right) \chi_{GG}^*(q,\omega) \right]^{-1}
\]

(4)

Here \( v(q) \) is the bare Coulomb potential. All these quantities are matrices on the basis of reciprocal lattice vectors \( G \). The Bootstrap exchange-correlation is approximated by

\[
f_{xc}^{\text{boot}}(q,\omega) = \frac{\epsilon^{-1}(q,\omega=0) v(q)}{\epsilon_0^{00}(q,\omega=0) - 1} = \frac{\epsilon^{-1}(q,\omega=0)}{\chi_0^{00}(q,\omega=0)}
\]

(5)

Where \( \epsilon_0(q,\omega)=1-v(q) \chi(q,\omega) \) denotes the dielectric function in RPA. The superscript \( 00 \) indicates that only the \( G=G'\) component is used in the denominator. This coupled set of equations is solved by first setting \( f_{xc}^{\text{boot}} = 0 \) and then solving (4) to obtain \( \epsilon^{-1} \). This is then “bootstrapped” in (5) to find a new \( f_{xc}^{\text{boot}} \), and the procedure is repeated until self-consistency between the two equations at \( \omega=0 \) is achieved.

In addition to the linear response, this study tries to cover the nonlinear response of investigated crystals. The mathematical relations for calculating the second order susceptibilities as well as their inter- and intra-band contributions have been developed by Sipe and Ghahramani [36], and Aversa and Sipe [37]. Within the independent particle picture, the complex second-order nonlinear optical susceptibility tensors can be written as [38-44]:

\[
\chi_{ijk}^{\text{int}}(-2\omega,\omega,\omega) = \frac{1}{\Omega} \sum_{nmkl} W_{kl} \left\{ \frac{2 \omega_{nm}}{(\omega_{ln} - \omega_{mn})^2 (\omega_{mn} - 2\omega)} \left[ \epsilon_{nm}^{*2} \left( \epsilon_{nm}^{*2} - \omega_{mn} \right) \omega_{mn}^{*2} \right] \right\}
\]

(6)

\[
\chi_{ijk}^{\text{int}}(-2\omega,\omega,\omega) = \frac{1}{\Omega} \sum_{k} W_{k} \left\{ \sum_{nm} \frac{\omega_{nm}^{-2}}{(\omega_{mn} - \omega)} \left[ \omega_{ln} \left( \epsilon_{nm}^{*2} - \omega_{mn} \right) \omega_{mn}^{*2} \right] \right\}
\]

\[-8i \sum_{nm} \frac{\epsilon_{nm}^{*2} \left( \epsilon_{nm}^{*2} - \omega_{mn} \right) \omega_{mn}^{*2}}{(\omega_{mn} - 2\omega)} \right\}
\]

(7)

\[
\chi_{ijk}^{\text{mod}}(-2\omega,\omega,\omega) = \frac{1}{2\Omega} \sum_{k} W_{k} \left\{ \sum_{nm} \frac{1}{\omega_{mn}^{*2} (\omega_{mn} - \omega)} \left[ \omega_{ln} \left( \epsilon_{nm}^{*2} - \omega_{mn} \right) \omega_{mn}^{*2} \right] \right\} - i \sum_{nm} \frac{\epsilon_{nm}^{*2} \left( \epsilon_{nm}^{*2} - \omega_{mn} \right) \omega_{mn}^{*2}}{(\omega_{mn} - \omega)} \right\}
\]

(8)

From these formulae (atomic units are used in these relations), we can notice that there are three major contributions to \( \chi_{ijk}^{(2)}(-2\omega,\omega,\omega) \): the inter-band transitions \( \chi_{ijk}^{\text{int}}(-2\omega,\omega,\omega) \), the intra-band transitions
\( \chi_{ijk}^{\text{int}} (-2\omega, \omega, \omega) \), and the modulation of inter-band terms by intra-band terms \( \chi_{ijk}^{\text{mod}} (-2\omega, \omega, \omega) \), where \( n \neq m \neq l \) and \( i, j \) and \( k \) correspond to Cartesian indices.

Here, \( n \) denotes the valence states, \( m \) denotes the conduction states, and \( l \) denotes all states (\( l \neq m, n \)). Two kinds of transitions take place: one of them is \( vcc' \) which involves one valence band (\( v \)) and two conduction bands (\( c \) and \( c' \)) and the second transition is \( vv'c \) which involves two valence bands (\( v \) and \( v' \)) and one conduction band (\( c \)).

The symbols \( \Lambda_{nm}^i (\vec{k}) \) and \( \{ r_{nm}^i (\vec{k}) r_{ml}^j (\vec{k}) \} \) are defined as follows:

\[
\Lambda_{nm}^i (\vec{k}) = v_{nm}^i (\vec{k}) - v_{nm}^j (\vec{k}) \tag{9}
\]

\[
\{ r_{nm}^i (\vec{k}) r_{ml}^j (\vec{k}) \} = \frac{1}{2} \left( r_{nm}^i (\vec{k}) r_{ml}^j (\vec{k}) + r_{nm}^j (\vec{k}) r_{ml}^i (\vec{k}) \right) \tag{10}
\]

Where \( \vec{v}_{nm}^i \) is the \( i \) component of the electron velocity (given as \( \vec{v}_{nm}^i (\vec{k}) = i \omega_{nm} (\vec{k}) r_{nm}^i (\vec{k}) \)). The position matrix elements between band states \( n \) and \( m \), \( r_{nm}^i (\vec{k}) \), are calculated from the momentum matrix element \( \vec{p}_{nm}^i \) using the relation [45]:

\[
r_{nm}^i (\vec{k}) = \frac{p_{nm}^i (\vec{k})}{im\omega_{nm} (\vec{k})},
\]

where the energy difference between the states \( n \) and \( m \) are given by

\[
h\omega_{nm} = h(\omega_n - \omega_m) \]

and \( W_k \) is the weight of \( k \)-points.

As mentioned before, GSN is a non-centrosymmetric crystal which has eight second order nonlinear susceptibilities: \( yxy, yyx, yzy, zxx, zxz, zyy, zzz \) and \( zzz \). According to the results of this study, \( \chi_{yzy}^{(2)} \) possesses the dominant peaks of nonlinear response.
3. RESULTS AND DISCUSSION

A. Crystal structure, electronic and linear optical properties

Fig. 1 shows the unit cell as well as different views of GSN crystal structure. The asymmetric unit of GSN consists of one glycine molecule, one sodium cation and one nitrate anion. As can be seen in Fig. 1A, the glycine molecules are located between layers of NaNO$_3$ chains and linked to sodium nitrate by strong intramolecular hydrogen bonds of N-H—O type. The zwitterion forms of glycine provide an antiparallel arrangement and non-centrosymmetric crystalline growth. Although the polarity of glycine molecules changes alternately, they cannot nullify each other completely. In addition, the crystal seems as infinite chains in the ac plane. The NLO activity of crystal can be attributed to the structural organization of infinite chains of highly polarity entities connected in a head to tail arrangement in GSN. Experimental studies have shown that GSN has a monoclinic non-centrosymmetric crystalline structure with space group Cc. The optimized lattice parameters for crystalline GSN (a=14.329 Å, b=5.2662 Å, c=9.1129 Å, $\alpha=\gamma=90^\circ$ and $\beta=119.10^\circ$) are found to be in good agreement with the X-ray crystallographic data [46,47]. The crystallographic a and b axes are parallel to the optical x and y axes, respectively, but the c-axis deviates from the z-axis by about 29°. The polarization axis of glycine molecule is very close to the y-axis; in addition, the molecular plane of nitrate group is mainly located in the bc plane, hence $\varepsilon_{yy}$ exhibits the maximum values of dielectric function. On the other hand, the planes containing glycine and nitrate groups are mainly perpendicular to the x-axis giving the smallest values of $\varepsilon_{xx}$, since there is very little electronic response out of the molecular plane.

In table 1, we have presented the respective geometrical parameters such as bond lengths and bond angles of optimized structure. In spite of small deviations, the optimized values of bond angles and bond lengths are very close to the experimental values. For example, the calculated C-H and N-H bonds are slightly longer than their experimental counterparts. Due to the strong N-H—O hydrogen bonding of NH$_3$ group, with the oxygen of the carbonyl group, the optimization procedure (including Van der Waals correction) gives smaller values for the bond angle C$_9$N$_{12}$H$_{14}$. On the other hand, the attraction between nitrate group (NO$_3$) and sodium (Na) atom makes the bond angle Na$_5$O$_6$C$_7$ smaller than experimental value. It should be noted that, the nitrate group has planar form in both experimental and optimized regimes.

In what follows, the electronic band structure, and total and partial densities of electron states are presented. Fig. 2 shows the calculated electronic band structure and the corresponding total DOS, of investigated crystals. As can be seen, the mBJ approximation push the valence bands to lower energies and the conduction bands to higher energies, yielding improved results for the band gap. As a result of low intermolecular
interactions, both GGA and mBJ approximation give band structures with low dispersions. Moreover, when we go from GGA to mBJ, an empty region with no energy bands appears in the range of 4-6 eV. In the rest of this study, we will report our results using mBJ only, since it gives better band gap and better band splitting. The results of our calculations using mBJ (GGA) approximation gives a fundamental direct band gap value of 5.32 eV (3.38 eV) at Γ, while J. Hernández-Paredes and colleagues [4] have reported the band gap value of 2.98 (2.99) eV with LDA (GGA) approximation, which is smaller than our result. Suresh et al. have evaluated the band gap by the extrapolation of the linear part of optical absorption (α) spectrum [7]. They found the band gap to be 4.0 eV, which is smaller than the calculated value with mBJ approximation. In other experimental study [8], one can see a sharp decrease (at around λ = 240nm) in absorption spectra of GSN crystal which shows good agreement with calculated band gap within mBJ approximation.

In sum, the GSN crystal has a wide range of transparency which is desirable for NLO applications, since the absorptions near the fundamental or second harmonic signals will lead to the loss of the conversion of SHG. In order to show the role that different groups play, we have reported the partial density of states for functional groups, separately. As can be seen in Fig. 3, the p-states of NO$_3$ play major roles in the top of valence bands and the bottom of conduction bands. According to this figure, the inorganic nitrate group has important role in the optical activity of GSN crystal, since the main peaks of optical response come from electron transitions from the highest valence bands to the lowest group of conduction bands. As expected for molecular crystals, glycine and NO$_3$ groups create quasi-separated states. It is worth mentioning that, compared to other groups, the sodium atom has negligible contribution to the top valence bands and the bottom of conduction bands. In addition, this figure clearly shows that the glycine and nitrate groups exist as dipolar structures, since they have a sharp electron-donating peak just below the band gap and a sharp electron-withdrawing peak above the band gap. In what follows, the imaginary and real parts of dielectric function and the different components of refractive indices are represented. Assuming that they give a small contribution to the dielectric functions, we ignored the indirect inter-band transitions involving scattering of phonons [48-51]. The Calculated imaginary ($\varepsilon''_2$) and real parts ($\varepsilon''_1$) of dielectric functions are presented in Fig. 4. As can be seen, the imaginary components have two main structures: (i) below 11 eV and (ii) above 11 eV. The dominant peaks are located in part (i), and there is large anisotropy here. All components have a sharp peak (α) around 6.2 eV which (in comparison with Fig. 3) comes from the electron transitions between a-valence bands to the c-conduction bands ($a\rightarrow e$). As mentioned before, the high intensity of $\varepsilon''_{2\omega}$ (ω), in part (i), can be attributed to the fact that the polarization vector of glycine molecules are very close to the y-axis; in addition to the molecular planes of nitrate groups which are located in the b-c plane. On the other hand, the
molecular planes of glycine and nitrate groups are mainly perpendicular to the x-axis which makes $\varepsilon_{xx}^{zz}(\omega)$ smallest. The peak $\beta$ (in $\varepsilon_{xx}^{zz}(\omega)$ and $\varepsilon_{zz}^{zz}(\omega)$) is located around 7.7 eV and comes from the electron transitions between $b$-valence bands to the $f$-conduction bands ($b\rightarrow f$). Both $\varepsilon_{xx}^{zz}(\omega)$ and $\varepsilon_{zz}^{zz}(\omega)$ have another sharp peak ($\gamma$) at part (i), which is located around 10.15 eV and come from $d\rightarrow f$ transitions. There is a wide hump around 17.5 eV as well as several small peaks at part (ii). The weakness of structures at this part, compared to part (i), can be attributed to the fact that $\varepsilon(\omega)$ scales as $1/\omega^2$. Furthermore, the investigated crystal shows large values of $\varepsilon(0)/\varepsilon(\infty)$, whose deviation from one is a sign of the polarity of materials.

The variations of refractive indices of investigated compound are represented in Fig. 5. According to this figures, we can see considerable anisotropy, particularly in non-absorbing region. It should be noted that this anisotropy is necessary for phase-matching conditions. The GSN crystal mainly shows the uniaxial, rather than biaxial, behavior. For example, our calculations give the static values of 1.35, 1.49 and 1.48 for $n_{xx}(0)$, $n_{yy}(0)$ and $n_{zz}(0)$, respectively. We also have represented the variations of refractive indices with wavelength. As can be seen, $n_{xx}<n_{yy}=n_{zz}$ and there is sufficient anisotropy for wavelengths above 200nm, which make crystal promising candidate for SHG in IR-VIS and UV-VIS regions. Suresh et. al [7] have measured the refractive index of GSN crystal by Brewster’s angle method using He-Ne laser of wavelength 632.8 nm. Their experimental result ($n=1.510$) is very close to our theoretical results ($n_{yy}=1.5078$ and $n_{zz}=1.5019$).

**B. Nonlinear optical response**

In this part of our study, we present our results for the nonlinear optical properties of GSN. It should be mentioned that, the physical interpretation of nonlinear results is very difficult, since in addition to valence-valence and conduction-conduction transitions, both inter- and intra-band transitions can participate in nonlinear procedure. In addition, the nonlinear susceptibilities are very sensitive to slight changes of band dispersion, due to the $2\omega$ and $\omega$ resonances which appear in the imaginary and real parts of $\chi^{(2)}$.

The absolute values of nonlinear susceptibilities are represented in Fig. 6. As can be seen, the maximum values of nonlinear response are located around 3 eV and 6.5 eV. The first peak is more important, since it is located below the band gap. Furthermore, $\chi_{xx}^{(2)}$ and $\chi_{yy}^{(2)}$ have larger values of nonlinearity at energy values under 1 eV and in the range of 1-2.5 eV, respectively. While, $\chi_{yy}^{(2)}$ possesses the dominant peak around 3 eV.

The imaginary and real parts of $\chi_{yy}^{(2)}$ as well as $\omega/2\omega$ intra- and inter-band contributions to this element is presented in Fig. 7. According to this figure, the main peak which is located below the band gap, mainly
comes from $2\omega$ intra-band contribution, while both $\omega$ intra-band and $\omega$ inter-band factors play important role in that sharp peak which is located above the band gap (around 6.5 eV). As can be seen, the $2\omega$-resonances start to contribute at energies below the band gap ($E \leq E_g/2$), while the $\omega$-contributions come at frequencies above the band gap. This figure also shows opposite symmetrical patterns for the $\omega$- and $2\omega$-resonances at higher energies which make the high-energy nonlinear response, decrease. Although GSN shows lower values of nonlinear response, in comparison to organic crystals [52], it has sufficient anisotropy and wide range of transparency which make it promising crystal for SHG in IR-VIS and VIS-UV regions. For example, the experimental measurements of GSN [10] have shown that this crystal has a high grade of SHG efficiency at $\lambda=1064$nm.

In the following, we have presented the linear optical spectra in comparison with nonlinear one, to show the interesting similarities between them. Unlike the linear spectra, the features in the nonlinear spectra are very difficult to identify from the band structure, because of the presence of $2\omega$ and $\omega$ resonances. Generally, whenever the inter-band peaks appear, the intra-band peaks appear simultaneously. Since the magnitude of inter-band transitions are realizable from $\varepsilon_2(\omega)$, one could expect the nonlinear structures to be realized from the features of $\varepsilon_2(\omega)$. Hence, we find it useful to compare absolute values of nonlinear susceptibilities with the imaginary parts of dielectric function, as a function of both $\omega$ and $2\omega$ (Fig. 8). This figure shows significant similarities between linear and nonlinear spectra. The colored arrows indicate the agreement between nonlinear and linear peak positions (as a function of both $\omega$ and $2\omega$). For example, in the below-band gap region, both linear and nonlinear structures have two peaks (the red and green arrows). The blue arrow shows that both linear and nonlinear regimes have a sharp peak around 6.2 eV. Furthermore, this figure also shows that the below-band gap nonlinear structures originate from the $2\omega$-resonances, while that nonlinear sharp peak which is located just above the band gap (the blue arrow) mainly comes from the $\omega$-resonances. It can be seen that, the nonlinear structures located in the range of 7-10 eV mainly come from the $2\omega$-resonances, but the sharp peak around 10 eV, mainly originate from the $\omega$-resonances. Finally, this figure shows that when we move from the linear regime to the nonlinear one, the low-energy peaks are enhanced and shifted to lower energies, but the high-energy peaks tend to be small. As mentioned before, the molecular crystals possess band structure with small dispersions, particularly around the band gap, which enhances the two photon absorption at lower energies. On the other hand, increase in band dispersion at higher energies, makes the two photon absorption diminish. Another reason for this reduction could be explained by the fact that $\chi_2(\omega)$ scales as $1/\omega^2$. Due to valence-valence and conduction-conduction transitions, it is almost
impossible to predict the exact behavior of nonlinear response, although the general behavior can be recognized from the combination of $\varepsilon_2(\omega)$ and $\varepsilon_2(2\omega)$.

Finally, we can estimate the values of first order hyperpolarizabilities (tensor $\beta_{ijk}$) of GSN molecule by using the expression ($\beta_{ijk} = \chi_{ijk}/N^3$) given in Refs. 53 and 54. Here, $N$ is the number of molecules/cm$^3$ and $f$ is the local field factor which its value is varying between 1.3 to 2.0. The calculated value for $\beta_{yyx}$ of GSN (at $\lambda \approx 1064nm$) is found to be $2.23 \times 10^{-30}$ (esu).

**C. TDDFT calculations and excitonic effects.**

We have used the bootstrap kernel [15] (within the framework of time dependent DFT) to investigated the excitonic effects in GSN crystal. Recent studies show that TDDFT kernels (such as Bootstrap kernel) which have a long range $1/q^2$ contribution in the long-wavelength limit are able to capture the exciton formation in solids [29-34] with low computational cost.

The results of RPA and TDDFT calculations, for the imaginary and real parts of dielectric function of GSN crystal, are represented in Fig. 9. One can see a strong signature of excitonic effects in bulk GSN, by comparing red-shifted TDDFT results with those of RPA. It is clear that, despite the extremely good overall agreement between RPA and TDDFT results, the bootstrap procedure tends to enhance the low-energy structures. In addition, there is a slight red-shift in going from RPA to TDDFT calculations. Although the excitonic effects have minor roles at higher energies, $\varepsilon^{(xx)}$ shows considerable deviations at energy values between 10-18 eV.

At the end part of this section, we have shown the electron energy loss spectra of GSN crystal in Fig. 10. The energy loss function, $L(\omega) = \text{Im}[\varepsilon^{-1}]$ is an important factor which illustrates the energy loss of a fast electron traversing in a material. Generally, the energy loss spectra show two main structures. The low-energy peaks (under 10eV) can be attributed to the inter-band transitions between valence and conduction bands. Hence, there is a clear correspondence between the loss peak positions with those of $\text{Im}\varepsilon_{ii}$, but the loss peaks have slight blue-shifts [55]. The second main structure of the loss spectra is a wide peak around 27 eV, which corresponds to the collective plasmon excitations. The plasmon peaks correspond to the abrupt reduction of $\varepsilon_2(\omega)$ and to the zero crossing of $\varepsilon_1(\omega)$. As can be seen in this figure, the RPA structures are very close to those of TDDFT, but the excitonic effects make the low-energy peaks enhance. In both RPA and TDDFT regimes, $L_{xx}$ has a lower intensity of plasmon peak, while $L_{xx}$ and $L_{yy}$ have close values of intensity.
Like to linear regime, the excitonic effects also can change the optical spectra in nonlinear regime. For example, as shown for the linear optical spectra, the excitonic effects not only can enhance the non-linear optical spectra, especially at lower energies, they can shift the onset of nonlinear response to lower frequencies [56-58].

To sum up, we have used a full ab initio treatment for handling nonlinear response of periodic crystals within the framework of band structure theory. This study gives reliable dispersions for the linear and nonlinear optical spectra in both absorbing and non-absorbing regions. In addition, since the experimental measurement of nonlinear susceptibilities is expensive and somewhat cumbersome, such studies provide an extremely useful guide for research on nonlinear organic crystals. This study provides new valuable information about the optical properties of investigated solid which are a major topic, both in basic research and for industrial applications. According to our study, the investigated crystal has wide range of transparency as well as sufficient anisotropy, in the non-absorbing region, which is important for phase matching. So, GSN crystal can be considered as proper candidate for SHG in the IR-VIS and VIS-UV regions. It should be noted that, our calculations have been conducted based on Van der Waals interactions, which play major roles in the band structure and optical response of molecular crystals.
4. Conclusions

We have studied the electronic structure as well as the linear and nonlinear optical properties of GSN crystal using the FP-LAPW method within the framework of DFT and TDDFT. Our calculations, based on mBJ and GGA approximations, give rise to the direct band gap for this crystal. Regarding the crystal structure, the planes containing nitrate groups and glycine molecules mainly tend to be perpendicular to the x-axis, hence $\epsilon_{xx}$ shows the smallest values of dielectric function. This study shows that the inorganic nitrate group plays major role in enhancing the optical response of GSN, since the top of valence bands and the bottom of conduction bands comes from the p-states of nitrate group. In spite of having band structure with low dispersion, due to the high value of band gap, GSN shows smaller nonlinear response, compared to organic crystals. Despite this, it has high thermal stability, sufficient anisotropy and wide range of transparency, which make it promising crystal for SHG. Among the nonlinear optical susceptibilities, $\chi^{(2)}_{xy}$ possesses the dominant peak in non-absorbing region of spectra, while $\chi^{(2)}_{yx}$ is more important in infrared region. Findings show that the $2\omega$-resonance intra-band factor plays an important role in the below-band-gap structures of nonlinear spectra. This study shows that there is a significant correspondence between the peak positions of linear spectra (as a function of both $\omega$ and $2\omega$) with those of nonlinear one. According to the results of our study, the excitonic effects can produce red-shifted enhanced structures, in both linear and nonlinear regimes. Finally, both DFT and TDDFT calculations for the energy loss spectra yield plasmon peaks around 27 eV.
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Appendix:

<table>
<thead>
<tr>
<th>symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSN</td>
<td>Glycine-sodium nitrate</td>
</tr>
<tr>
<td>DFT</td>
<td>Density functional theory</td>
</tr>
<tr>
<td>TDDFT</td>
<td>Time dependent density functional theory</td>
</tr>
<tr>
<td>NLO</td>
<td>Nonlinear optic</td>
</tr>
<tr>
<td>GGA</td>
<td>Generalized gradient approximation</td>
</tr>
<tr>
<td>mBJ</td>
<td>Modified Becke-Johnson exchange potential</td>
</tr>
<tr>
<td>RPA</td>
<td>Random Phase Approximation</td>
</tr>
<tr>
<td>KS</td>
<td>Kohn-Sham</td>
</tr>
<tr>
<td>$\varepsilon_{ii}^2$</td>
<td>Imaginary parts of dielectric function</td>
</tr>
<tr>
<td>$\varepsilon_{ii}^1$</td>
<td>Real parts of dielectric function</td>
</tr>
<tr>
<td>$n_{ii}$</td>
<td>The i-component of refractive index</td>
</tr>
<tr>
<td>$L_{ii}$</td>
<td>The i-component of energy loss function</td>
</tr>
<tr>
<td>$p_{nm}^j$</td>
<td>Momentum matrix elements</td>
</tr>
<tr>
<td>$W_k$</td>
<td>Weight of k-points over the Brillouin zone</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>The unit cell volume</td>
</tr>
<tr>
<td>$f_{xc}$</td>
<td>Exchange-correlation kernel</td>
</tr>
<tr>
<td>$V_{xc}(r)$</td>
<td>Exchange-correlation potential</td>
</tr>
<tr>
<td>$f_{xc}^{\text{boot}}(q, \omega)$</td>
<td>Bootstrap exchange-correlation kernel</td>
</tr>
<tr>
<td>$\chi_{ijk}^{(2)}(-2\omega, \omega, \omega)$</td>
<td>Second-order nonlinear optical susceptibilities</td>
</tr>
<tr>
<td>$\chi_{ijk}^{\text{inter}}(-2\omega, \omega, \omega)$</td>
<td>Inter-band contribution to nonlinear susceptibilities</td>
</tr>
<tr>
<td>$\chi_{ijk}^{\text{intra}}(-2\omega, \omega, \omega)$</td>
<td>Intra-band contribution to nonlinear susceptibilities</td>
</tr>
<tr>
<td>$\chi_{ijk}^{\text{mod}}(-2\omega, \omega, \omega)$</td>
<td>Modulation of inter-band terms by intra-band terms in nonlinear procedure</td>
</tr>
<tr>
<td>$\beta_{ijk}$</td>
<td>First order hyperpolarizabilities</td>
</tr>
<tr>
<td>$r_{nm}^i(\vec{k})$</td>
<td>Position matrix elements between band states n and m</td>
</tr>
<tr>
<td>$\vec{v}_{nm}^i$</td>
<td>The i component of the electron velocity</td>
</tr>
<tr>
<td>$\Delta_{nm}^i(\vec{k})$</td>
<td>The difference between electron-velocities of states n and m</td>
</tr>
</tbody>
</table>
\[ h \omega_{nm} \] \hspace{1cm} \text{The energy difference between the states } n \text{ and } m
Fig. 1. The crystal structure along y-axis (A), the crystal structure along x-axis (B), the unit-cell of crystal (C).
Fig. 2. Our results for the band structure and total DOS of GSN crystal using m-BJ and GGA approximations.
Fig. 3. Calculated density of states for the different functional groups of GSN crystal.
Fig. 4. Calculated imaginary ($\varepsilon''_2$) and real parts ($\varepsilon''_1$) of dielectric function for GSN crystal using mBJ approximation.
Fig. 5. Theoretical results for the refractive indices of GSN crystal.
Fig. 6. Absolute values of $x^{(2)}_{ijk}$, in units of (pm/V), for GSN crystal.
Fig. 7. The imaginary and real parts of $\chi_{y1y}^{(2)}$ as well as $\omega/2\omega$ intra- and inter-band contributions to it in units of (pm/V).
Fig. 8. Linear optical response in comparison with nonlinear one for GSN crystal.
Fig. 9. The RPA and TDDFT results for the imaginary (\(\varepsilon^{(ii)}_2\)) and real (\(\varepsilon^{(ii)}_1\)) parts of dielectric function of GSN crystal.
Fig. 10. The RPA and TDDFT results for the energy loss spectra of GSN crystal.
Table 1: Optimized values of GSN crystal using FHI-aims code.

<table>
<thead>
<tr>
<th>Bond angle</th>
<th>Optimized values (°)</th>
<th>Experimental* data (°)</th>
<th>Bond length</th>
<th>Optimized values (Å)</th>
<th>Experimental* data (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O2-N1-O4</td>
<td>119.592</td>
<td>119.066</td>
<td>N1-O2</td>
<td>1.2700</td>
<td>1.2410</td>
</tr>
<tr>
<td>O2-N1-O3</td>
<td>119.742</td>
<td>120.464</td>
<td>N1-O3</td>
<td>1.2632</td>
<td>1.2350</td>
</tr>
<tr>
<td>O3-N1-O4</td>
<td>120.664</td>
<td>120.467</td>
<td>N1-O4</td>
<td>1.2647</td>
<td>1.2465</td>
</tr>
<tr>
<td>Na5-O6-C7</td>
<td>126.746</td>
<td>130.951</td>
<td>Na5-O6</td>
<td>2.4457</td>
<td>2.4099</td>
</tr>
<tr>
<td>O6-C7-O8</td>
<td>126.106</td>
<td>126.025</td>
<td>O6-C7</td>
<td>1.2692</td>
<td>1.2419</td>
</tr>
<tr>
<td>O8-C7-C9</td>
<td>115.954</td>
<td>116.186</td>
<td>C7-O8</td>
<td>1.2670</td>
<td>1.2472</td>
</tr>
<tr>
<td>O6-C7-C9</td>
<td>117.928</td>
<td>117.759</td>
<td>C7-C9</td>
<td>1.5241</td>
<td>1.5199</td>
</tr>
<tr>
<td>C7-C9-H11</td>
<td>108.863</td>
<td>109.209</td>
<td>C9-H10</td>
<td>1.0951</td>
<td>0.9696</td>
</tr>
<tr>
<td>C7-C9-N12</td>
<td>112.730</td>
<td>111.924</td>
<td>C9-H11</td>
<td>1.098</td>
<td>0.9701</td>
</tr>
<tr>
<td>C7-C9-H10</td>
<td>110.005</td>
<td>109.250</td>
<td>C9-N12</td>
<td>1.4845</td>
<td>1.4802</td>
</tr>
<tr>
<td>H10-C9-H11</td>
<td>107.150</td>
<td>107.967</td>
<td>N12-H13</td>
<td>1.0599</td>
<td>0.8899</td>
</tr>
<tr>
<td>H10-C9-N12</td>
<td>109.340</td>
<td>109.224</td>
<td>N12-H14</td>
<td>1.0509</td>
<td>0.8896</td>
</tr>
<tr>
<td>H11-C9-N12</td>
<td>108.586</td>
<td>109.183</td>
<td>N12-H15</td>
<td>1.0313</td>
<td>0.8898</td>
</tr>
<tr>
<td>C9-N12-H14</td>
<td>111.476</td>
<td>109.482</td>
<td>Na5-O2</td>
<td>2.5710</td>
<td>2.6473</td>
</tr>
<tr>
<td>C9-N12-H15</td>
<td>109.364</td>
<td>109.547</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H13-N12-H14</td>
<td>110.633</td>
<td>109.461</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H14-N12-H15</td>
<td>108.386</td>
<td>109.430</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Refs. [46,47]