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Distortion–Interaction Analysis along the Reaction Pathway to 

Reveal the Reactivity of the Alder-Ene Reaction of Enes 

Rui Jin, ‡a Song Liu, ‡a and Yu Lan*a 

The reactivity of hetero-substituted propylene in uncatalyzed Alder-ene type reactions was investigated using CBS-QB3, 

G3B3, M11, and B3LYP methods, and the results are interpreted by distortion–interaction analysis of both the transition 

states and the complete reaction pathways. The reactivity trend for third-period element substituted ene reactants 

(ethylidenesilane, ethylidenephosphine, and ethanethial) is higher than that of the corresponding second-period element 

substituted ene reactants (propylene, ethanimine, and acetaldehyde). Theoretical calculations also indicate that for the 

same period element substituted ene reactants, the reactivity trend is ethylidenesilane > ethylidenephosphine > 

ethanethial, and propylene > ethanimine > acetaldehyde. Application of distortion–interaction analysis only of the 

transition states does not give a satisfactory explanation for these reactivities. Using distortion–interaction analysis along 

the reaction pathways, we found that the reactivity is mainly controlled by the interaction energy. A lower interaction 

energy along the reaction pathway leads to an earlier transition state and a lower activation energy, which also can be 

attributed to orbital interaction, closed-shell repulsion, and static repulsion. In some cases, the distortion energy also 

influences the reactivity. 

Introduction 

There are various factors that influence the reactivity of 
bimolecular reactions, including reactant flexibility, orbital 
interaction, close-shelled repulsion, and strain repulsion.1 
However, these effects are usually mixed in one reaction, and 
are difficult to isolate. Therefore, some theoretical methods 
and models, such as frontier molecular orbital theory,2 the 
Hammond postulate,3 Marcus theory,4 and the distortion–
interaction model,5 have been proposed and used to 
qualitatively and quantitatively explain these reactivity 
differences. 
 During the past three decades, the distortion–interaction 
model, which was proposed by Morokuma,6 Houk,7 and 
Bickelhaupt,8 has been widely used to explain the energy 
difference of the transition states of bimolecular reactions.9 As 
shown in Figure 1, the distortion–interaction model treats the 
activation barrier of a transition state as two quantities, 
distortion energy (∆E

≠
dist) and interaction energy (∆E

≠
int), and is 

directly used for transition states in bimolecular reactions. 
∆E

≠
dist is the energy required to distort two fragments into the 

transition state geometries without allowing interaction 
between them, and ∆E

≠
int is the energy change upon 

interaction of the two distorted fragments.10 

 
Figure 1. Relationship between activation (∆E

≠), distortion (∆E
≠

dist), and 
interaction energies (∆E

≠
int). 

 The activation energy is then defined as ∆E
≠ = ∆E

≠
dist + 

∆E
≠

int. In 2007, Houk’s group reported a distortion–interaction 
model to explain the reactivity trends of 1,3-dipolar 
cycloadditions.11 The activation energies of 1,3-dipolar 
cycloadditions are well correlated with the distortion energies, 
in which most of the distortion energy involves the bending of 
1,3-dipoles. When we attempted to use this model to study 
the reactivity of ozone and sulfur dioxide in 1,3-dipolar 
cycloaddition12 and Diels–Alder cycloaddition between 
cumulenes and dienes,13 it did give a satisfactory explanation. 
However, distortion–interaction analysis along the reaction 
pathways clearly determines the factors that control the 
reactivity.12,13 In the present work, distortion–interaction 
analysis of both transition states and the complete reaction 
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pathways is used to study the reactivity of some hetero-Alder-
ene reactions. 
 The Alder-ene reaction, which was first reported by Alder 
in 1943,14 occurs between an alkene and an allylic hydrogen 
(ene), forming a new σ-bond with migration of the ene double 
bond and a 1,5-hydrogen shift. Alder-ene reactions have been 
extensively reviewed15 because of their wide application in the 
synthesis of complex molecules and nature products.16 
Including heteroatoms in Alder-ene reactions, which are called 
hetero-Alder-ene reactions, expands the scope of this type of 
reaction. 17 

 
Figure 2. Alder-ene and hetero-Alder-ene reactions. 

 Hetero-Alder-ene reactions with a series of enophile parts 
have attracted considerable attention, both experimentally 
and theoretically.18 However, investigation of the reactions of 
mutation of ene parts has been rarely reported, even though it 
is significant for the design of new types of reactions.19 To the 
best of our knowledge, the reactivity of heteroatom 
substituted ene parts in hetero-Alder-ene reactions is still 
unclear.  
 Usually, an uncatalyzed Alder-ene or hetero-Alder-ene 
reaction occurs via a concerted six-membered aromatic 
transition state.20 When Lewis acids are used, some stepwise 
mechanisms have also been reported.21 In the present work, 
the reactivities for the mutation of ene parts in hetero-Alder-
ene reactions were theoretically investigated, and the 
difference in the reactivities are explained by distortion–
interaction analysis of both transition states and the complete 
reaction pathways. 

Computational Methods 

All of the calculations were carried out with the Gaussian 09 
series of programs.22 The reaction barriers and reaction 
energies were calculated at the B3LYP/6-311++G(d,p), M11/6-
311++G(d,p), G3B3, and CBS-QB3 levels of theory. B3LYP23 is 
the most widely used hybrid generalized gradient 
approximation functional.24 The M11 functional,25 which was 
recently proposed by the Truhlar group, can give more 
accurate energetic information.26 Complete basis set (CBS) 
methods27 strive to eliminate errors that arise from basis set 
truncation in quantum mechanical calculations by 
extrapolating to the CBS limit by exploiting the N−1 asymptotic 
convergence of second-order Møller–Plesset (MP2) pair 
energies calculated from pair natural orbital expansions. In 
particular, CBS-QB3 uses B3LYP/6-311G(2d,d,p) geometries 
and frequencies,28 followed by CCSD(T), MP4(SDQ), and MP2 
single-point calculations with a CBS extrapolation.28 While CBS-
QB3 is generally reliable, in some cases it has been shown to 
give anomalous activation energies.29 Consequently, in this 
work, the geometries and energies were also calculated using 

the G3B3 method.30 G3B3, which was developed from 
Gaussian-3 (G3) theory,31 is a high-level composite method 
that combines a series of well-defined ab initio calculations to 
reach a total energy effectively at the 
QCISD(T)/(T,full)/G3Large level. The G3Large basis set is an 
improved version of the large 6-311+G(3df,2p) basis set with 
additional polarization for the second row (3d2f) and reduction 
of the first row (2df), and provides a better balance of the 
polarization functions.32 These four methods, which have been 
benchmarked for 1,3-dipolar cycloadditions, give more 
accurate relative energies.33 

 In this work, the intrinsic reaction coordinates34 of all 
Alder-ene and hetero-Alder-ene type transition states were 
used to calculate the relative energies and geometries of the 
reaction coordinates. Every geometry of the reaction 
coordinates (listed in the Supporting Information) is separated 
into ene and enophile parts. The distortion energy (∆E

≠
dist) is 

the energy difference between the energy of the distorted ene 
and enophile parts and the energy of the fully optimized ene 
and enophile parts. The interaction energy (∆E

≠
int) is the 

energy difference between the energy of the geometry of the 
reaction coordinate and the energy of the relative distorted 
ene and enophile parts. When the distortion, interaction, and 
total energies are plotted, the forming C–H bond is used to 
represent the reaction coordinate. Therefore, the reactivity of 
various enes can be compared with the same reaction 
coordinate in one plot to avoid the influence of the different 
atomic radii of C, Si, N, P, O, and S atoms. 

Results and Discussion 

Reactions (1)–(6) in Scheme 1 were studied in present work. 
The activation energies (relative energies of transition states 2-

ts, 5-ts, 8-ts, 11-ts, 14-ts, and 17-ts) and reaction energies 
(relative energies of complexes 3, 6, 9, 12, 15, and 18) 
calculated by CBS-QB3, G3B3, M11, and B3LYP methods are 
listed in Table 1. 

 
Scheme 1. Alder-ene or hetero-Alder-ene reactions of propylene, 
ethylidenesilane, ethanimine, ethylidenephosphine, acetaldehyde, and 
ethanethial with ethylene. 
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 Propylene 1 reacts with ethylene to form product 3 via 
transition state 2-ts. The CBS-QB3 and G3B3 calculated 
activation free energies are 45.1 and 46.6 kcal/mol, 
respectively. M11 gives a similar value of 43.5 kcal/mol for the 
activation free energy, while B3LYP overestimates the 
activation free energy by about 4 kcal/mol. CBS-QB3, G3B3, 
and M11 predict that this reaction is exothermic (−10.5, −10.2, 
and −11.6 kcal/mol, respectively), whereas the B3LYP result is 
about 5 kcal/mol less exothermic (−5.5 kcal/mol). As shown in 
Scheme 2, in transition state 2-ts, the length of the C1=C2 
double bond in the propylene moiety increases by 0.05 Å 
comparing with that of the propylene reactant. The length of 
the C2–C3 bond in the propylene moiety decreases by about 
0.09 Å compared with the bond distance in 1, and the C1–C2–
C3 angle of propylene decreases from 125.3° in 1 to 119.5° in 
2-ts. The newly forming C1–C4 bond distance is 2.14 Å. The 
forming C5–H and breaking C3–H bond distances are 1.45 and 
1.34 Å, respectively. In reaction (2), ethylidenesilane 4 reacts 
with ethylene to form product 6 via transition state 5-ts. 
Compared with reaction (1), the energy barrier of this reaction 
is much lower. In transition state 5-ts, the newly forming Si–C4 
bond is 0.15 Å longer than that in transition state 2-ts, partially 

because of the larger radius of the Si atom. The C3–C2–Si angle 
is 116.1° in 5-ts, which is 3.4° less than the corresponding 
angle in 2-ts. These differences indicate that transition state 5-

ts can be reached slightly earlier than 2-ts. 
 

Table 1. Activation energies (∆G
≠) and reaction energies (∆G

≠
rxn) for Alder-ene and 

hetero-Alder-ene reactions of propylene, ethylidenesilane, ethanimine, 

ethylidenephosphine, acetaldehyde, and ethanethial with ethylene. 

method CBS-QB3 G3B3 M11 B3LYP 

2-ts 45.1 46.6 43.5 47.0 
3 −10.5 −10.2 −11.6 −5.5 

5-ts 23.5 24.3 23.4 26.8 
6 −37.6 −37.3 −39.9 −32.5 

8-ts 49.2 50.5 47.5 49.9 
9 −4.2 −3.8 −8.1 −0.8 

11-ts 34.8 36.8 33.1 37.0 
12 −13.4 −12.7 −15.2 −8.4 

14-ts 52.1 52.9 51.2 52.2 
15 5.1 5.4 4.0 9.9 

17-ts 35.3 37.0 33.9 37.1 
18 −9.7 −9.1 −10.7 −4.3 

 

 
Scheme 2. Geometry information of reactants, transition states, and products of hetero-Alder-ene reactions, by the CBS-QB3 method.

 The hetero-Alder-ene reaction between ethanimine 7 and 
ethylene was also investigated. CBS-QB3, G3B3, and B3LYP 
methods gave similar activation free energies of 49.2, 50.5 and 
49.9 kcal/mol, respectively, while M11 gave a slightly lower 
activation free energy of 47.5 kcal/mol. All of these calculated 
energy barriers are 2–4 kcal/mol higher than those for reaction 
(1) calculated with the same methods. CBS-QB3, G3B3, M11, 
and B3LYP all predict that this reaction is exothermic (−4.2, 
−3.8, −8.1, and −0.8 kcal/mol, respectively). In the geometry of 
transition state 8-ts (see Scheme 2), the newly forming N–C4 
bond distance is 2.06 Å, and the forming C5–H and breaking 
C3–H bond distances are 1.38 and 1.41 Å, respectively, which 
indicates that transition state 8-ts comes later than 2-ts in 
reaction (1). When a phosphorus atom replaces the nitrogen 
atom in reaction (4), the calculated activation free energy also 

decreases, and reaction (4) is more exothermic than reaction 
(3). As shown in Scheme 2, in the geometry of transition state 
11-ts, the length of the newly forming P–C4 bond is 0.37 Å 
longer than the corresponding length in transition state 8-ts, 
which can partly be attributed to the larger radius of the 
phosphorus atom. Moreover, the length of the C2=P bond of 
the ethylidenephosphine moiety in transition state 11-ts is 
0.04 Å longer than that in reactant 10, and the C3–C2–P angle 
decreases by 6.6°, which is 1.4° less than the corresponding 
angle in 8-ts. These differences in geometry demonstrate that 
transition state 11-ts can be reached slightly earlier than 8-ts. 
 In reaction (5) in Scheme 1, acetaldehyde 13 reacts with 
ethylene to form the product 15 via transition state 14-ts. The 
CBS-QB3, G3B3, M11 and B3LYP methods give similar 
activation free energies of 52.1, 52.9, 51.2, and 52.2 kcal/mol, 
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respectively. The energy barrier of reaction (5) is higher than 
that of reactions (1) and (3), and the geometry information 
also indicates that transition state 14-ts comes later than the 
corresponding transition states for reactions (1) and (3). When 
ethanethial is used as a reactant in the hetero-Alder-ene 
reaction, the activation free energy is lower than that for 
acetaldehyde, which is similar to the comparison between 
reactions (3) and (4). 
 The computational results indicate that the reactivity trend 
for the terminal group in the ene reactant substituted hetero-
Alder-ene reactions in Scheme 1 is O < NH < CH2, and the 
reactivity of third-period element substituted ene reactants (4, 
10, and 15) is higher than that of the corresponding second-
period element substituted ene reactants (1, 7, and 13). 
 Distortion–interaction energy analysis of the transition 
states was first used to explain the reactivity trends of these 
Alder-ene reactions, and the results are shown in Table 2. The 
total activation energy (∆E

≠) is devolved into the distortion 
energy (∆E

≠
dist) and interaction energy (∆E

≠
int) of the two 

distorted reactants. CBS-QB3 calculation of the Alder-ene 
reaction of propylene 1 to ethylene gives a distortion energy of 
42.0 kcal/mol and an interaction energy of −9.1 kcal/mol. For 
the reaction with ethylidenesilane 4, the distortion energy in 
transition state 5-ts is 19.6 kcal/mol lower than that in 2-ts, 
and the interaction energy of those two reactions are similar. 
Distortion–interaction energy analysis of the transition states 
indicates that the reactivity difference of propylene 1 and 
ethylidenesilane 4 is controlled by distortion energy because 
of the greater flexibility of the C=Si double bond. For the 
hetero-Alder-ene reaction of ethanimine 7, the distortion 
energy is 43.4 kcal/mol, which is 10.3 kcal/mol higher than 
that for ethylidenephosphine 10. Moreover, the interaction 
energy for transition state 8-ts is 3.8 kcal/mol higher than 11-

ts. Therefore, the reactivity of ethanimine 7 and 
ethylidenephosphine 10 are determined by both of the 
distortion energies, which mainly come from the ene parts, 
and interaction energies. Furthermore, the different reactivity 

of acetaldehyde 13 and ethanethial 16 can also be attributed 
to the greater flexibility of the C=S double bond. Therefore, the 
reactivity of third-period element substituted ene reactants (4, 
10, and 16) is higher than that of the corresponding second-
period element substituted ene reactants (1, 7, and 13) 
because of the greater flexibility of the C=X double bond (X = 
SiH2, PH, or S) based on distortion–interaction analysis of the 
transition states. 

Table 2. Distortion–interaction energy analysis of the transition states of the Alder-ene 

reactions calculated by the CBS-QB3 method. The values are in kcal/mol. 

 ∆Edist(ene) ∆Edist(enophile) ∆Edist ∆Eint ∆E
≠

 

2-ts 30.3 11.7 42.0 −9.1 32.9 
5-ts 13.7 8.7 22.4 −10.9 11.5 
8-ts 31.8 11.5 43.4 −6.3 37.1 

11-ts 22.5 10.5 33.1 −10.1 22.9 
14-ts 42.9 10.1 52.9 −13.0 40.0 
17-ts 25.8 9.2 35.1 −11.7 23.4 

 Compared with the Alder-ene reactions of propylene 1, 
ethanimine 7, and acetaldehyde 13, the lowest distortion 
energy and lower interaction energy of transition state 2-ts 
result in the lowest activation energy. The highest distortion 
energy of transition state 14-ts contributes to the highest 
activation energy. Distortion–interaction energy analysis of the 
transition states shows that the reactivity trend of the Alder-
ene reactions for propylene 1, ethanimine 7, and acetaldehyde 
13 is controlled by both the distortion energy and interaction 
energy. 
 Compared with distortion–interaction analysis of the 
transition state, distortion–interaction analysis along the 
complete reaction pathway is a more powerful tool to analyze 
the reactivity trends for similar bimolecular reactions.35 In the 
present work, we used the high accuracy CBS-QB3 method to 
calculate the distortion and interaction energies along the 
complete reaction pathway to explain the reactivity trends for 
Alder-ene reactions with different ene reactants. The 
computational results are summarized in Figure 3–7. 

Figure 3. Distortion, interaction, and total energies along the reaction pathways for ene-reactions (1) (black) and (2) (red) calculated at the CBS-QB3 level of theory. 
The solid lines are the reaction energies. The dashed lines are the distortion energies. The dotted lines are the interaction energies. 
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 The distortion, interaction, and total energies along the 
reaction pathways for ene-reactions (1) (black lines) and (2) 
(red lines) are shown in Figure 3. For both reaction (1) and (2), 
when the ene moiety and enophile moiety come close, the 
distortion energy increases. The distortion energy for reaction 
(2) is higher than that for reaction (1). In reaction (2), the 
interaction energy decreases when the two parts of the 
reactants come together. In reaction (1), however, this energy 
increases when the forming C–H bond length is longer than 
1.85 Ǻ, and then it decreases. The repulsion between 
propylene 1 and ethylene is also clearly shown in the 
interaction energy along the complete reaction pathway, 
which can be attributed to the lower orbital repulsion between 
ethylidenesilane 4 and ethylene. The lower interaction energy 
of reaction (2) than reaction (1) leads to the earlier transition 
state. Therefore, the distortion energy of transition state 5-ts 

is lower than that of transition state 2-ts, which is also 
obtained by distortion–interaction analysis of the transition 
states. The distortion–interaction analysis along the complete 
reaction pathways indicates that the lower interaction energy 
for reaction (2) results in the lower activation energy, which is 
more accurate than distortion–interaction analysis of the 
transition states. 
 Reactions (3) (black lines) and (4) (red lines) are compared 
in Figure 4. The distortion energies for reactions (3) and (4) are 
close along the complete reaction pathway. However, the 
interaction energy for reaction (4) along the complete reaction 
pathway is significantly lower than that for reaction (3). The 
lower interaction energy leads to a lower activation energy 
and earlier transition state. Therefore, the distortion energy of 
transition state 8-ts is higher than that of 11-ts. 

Figure 4. Distortion, interaction, and total energies along the reaction pathways for ene-reactions (3) (black) and (4) (red) calculated at the CBS-QB3 level of theory. 
The solid lines are the reaction energies. The dashed lines are the distortion energies. The dotted lines are the interaction energies. 

 

Figure 5. Distortion, interaction, and total energies along the reaction pathways for ene-reactions (5) (black) and (6) (red) calculated at the CBS-QB3 level of theory. 
The solid lines are the reaction energies. The dashed lines are the distortion energies. The dotted lines are the interaction energies. 
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 Reactions (5) (black lines) and (6) (red lines) are compared 
in Figure 5. Along the complete reaction pathway, both the 
distortion and interaction energies for reaction (6) are lower 
than those for reaction (5). Therefore, the relative energy of 
transition state 17-ts is lower than that of 14-ts. The lower 

interaction energy can be attributed to the lower orbital 
repulsion between ethanethial 16 and ethylene, and the lower 
distortion energy comes from the greater flexibility of 
ethanethial 16. 

 

Figure 6. Distortion, interaction, and total energies along the reaction pathways for ene-reactions (1) (black), (3) (blue), and (5) (red) calculated at the CBS-QB3 level 
of theory. The solid lines are the reaction energies. The dashed lines are the distortion energies. The dotted lines are the interaction energies.

 

Figure 7. Distortion, interaction, and total energies along the reaction pathways for ene-reactions (2) (black), (4) (blue), and (6) (red) calculated at CBS-QB3 level of 
theory. The solid lines are the reaction energies. The dashed lines are the distortion energies. The dotted lines are the interaction energies.

 In Figure 6, the reactivities of propylene 1, ethanimine 7, 
and acetaldehyde 13 are compared by distortion–interaction 
analysis along the reaction pathways. The CBS-QB3 
calculations indicate that along the complete reaction 
pathways, the distortion energies for reactions (3) and (5) are 
essentially the same, while the distortion energy for reaction 
(1) is a little higher because of the stronger C=C double bond in 
propylene 1. The tendencies of the interaction energies along 
the complete reaction pathways for these three reactions are 
approximately the same: increasing when the forming C–H 
bond is longer than 1.8 Å, and then decreasing. The relative 

interaction energies along the reaction pathways for reactions 
(3) and (5) are higher than reaction (1) because of the closed-
shell repulsion by the nitrogen atom in ethanimine 7 or the 
oxygen atom in acetaldehyde 13.13 The lower interaction 
energy for reaction (1) leads to a lower activation energy and 
an earlier transition state. Compared with the interaction 
energy curves of reaction (3) and (5), the faster decreasing rate 
of ethanimine 7 leads to an earlier transition state, which can 
also be attributed to the smaller closed-shell repulsion by the 
nitrogen atom in ethanimine 7 than that by the oxygen atom in 
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acetaldehyde 13. Therefore, the relative energy of transition 
state 8-ts is higher than that of 14-ts. 
 The distortion, interaction, and reaction energies along the 
complete reaction pathways for ethylidenesilane 4, 
ethylidenephosphine 10, and ethanethial 16 are shown in 
Figure 7. Theoretical calculations indicate that the lowest 
interaction energy leads to the very early transition state 5-ts. 
Therefore, the activation free energy for reaction (2) is much 
lower than that for reactions (4) and (6). The distortion energy 
for reaction (4) is higher than that for reaction (6), while the 
interaction energies show the opposite trend. Therefore, the 
relative free energy of transition state 11-ts is only a little 
lower than that of transition state 17-ts. The activation 
energies for reactions (2), (4), and (6) are also mainly 
controlled by the interaction energies. The lower interaction 
energy leads to an earlier transition state with a lower energy 
barrier. 

Conclusions 

The reactivity of uncatalyzed Alder-ene type reactions of 
hetero-substituted propylene was investigated using CBS-QB3, 
G3B3, M11, and B3LYP methods, and the results are 
interpreted by distortion–interaction analysis of both the 
transition states and the complete reaction pathways. 
Theoretical calculations indicate that third-period element 
substituted ene reactants (4, 10, and 16) are more reactive 
than the corresponding second-period element substituted 
ene reactants (1, 7, and 13), which can be attributed to the 
lower interaction energies along the reaction pathways for 
reactions (2), (4), and (6). The reactivity of the same period 
element substituted ene reactants is 1 > 7 > 13, and 4 > 10 > 
16. Distortion–interaction analysis along the reaction 
pathways shows that a lower interaction energy leads to an 
earlier transition state and a lower reaction barrier. However, 
the reactivity can only be partly explained by the distortion–
interaction model of the transition states. 
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The reactivity of uncatalyzed Alder-ene type reactions of hetero-substituted 
propylene is investigated using CBS-QB3, G3B3, M11, and B3LYP methods, 
and the results are interpreted by distortion–interaction analysis of both the 
transition states and the complete reaction pathways. Using distortion–
interaction analysis along the reaction pathways, we found that the reactivity is 
mainly controlled by the interaction energy. 

 

Page 10 of 10RSC Advances

R
S

C
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t


