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A force-field model for the local electric field as a linear response to a frequency-dependent external electric field is presented
based on a combined charge-transfer and point-dipole interaction (CT-PDI) force-field model for frequencies through the first
absorption maximum. The local electric field provides a measure of the mutual interactions of the molecules with each other, as
is important in problems ranging from dielectric breakdown to solvent polarization and energy transfer. It also indicates how res-
onant excitation of these molecules can perturb Raman scattering by a third molecule located nearby through an intensity borrow-
ing mechanism. The CT-PDI model is a combination of a modified electronegativity equalization model including non-metallic
behaviour and a point-dipole interaction model described by atomic polarizabilities which also includes the time-dependence
of the atomic charges and atomic dipole moments. A parametrization of frequency-dependent polarizabilities through the first
absorption maximum calculated by time-dependent density-functional theory has been extended for a set of hydrocarbon and
azobenzene molecules to provide atom-type parameters for the CT-PDI model. As initial model systems, results are presented
for the benzene and azobenzene dimers for the local electric field response at points between the molecules and at the atoms in the
molecules. As expected, the response depends critically on the intermolecular distance between the monomers. The azobenzene
dimer shows a larger local field response at the atoms in the phenyl rings compared to the benzene dimer and the response at the
nitrogen atoms is larger than at the hydrogen and carbon atoms in the azobenzene dimer, which can be rationalized qualitatively
by that the charge and dipole contributions to the local field factor either add up or to a large extent cancel each other. At the
absorption frequency, the largest local field factor of the benzene dimer is around 6 and for the azobenzene dimer it is around 12,
respectively, at typical distances indicating that the response may be significant.

1 Introduction

In an external electric field, the molecules in a dielectric liquid
are polarized resulting in a local electric field at the molecule
which is different from the external electric field. The local
electric field is a sum of the external electric field and the elec-
tric field of the permanent and induced multipole moments es-
tablished in the presence of the external electric field.1–3 The
Lorentz approach4 has been used frequently as an approxi-
mate method to determine the local electric field. In this ap-
proach, the local field at a certain point of a dielectric is the
same as that inside a fictive sphere. However, the Lorentz
model is limited to non-polar materials and it is assumed that
the contribution of electric dipoles inside the sphere is zero.
Polarization from an atomistic point of view requires knowl-
edge of the local field at the atoms of the dielectric as a re-
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sponse to an external electric field.
Quantum chemical response theory5 and time-dependent

density-functional response theory (TDDFT)6 are standard
methods to obtain response properties for small and medium-
sized systems. Electric dipole shieldings and hypershieldings7

have been calculated at the Hartree-Fock level of theory8–10

which determine the linear and non-linear local field responses
to the external field. In TDDFT calculations, the accuracy
of the response properties depends critically on the choice
of density functionals,11–15 because the exchange-correlation
potential in approximate standard functionals shows incorrect
asymptotic decay of the true electrostatic potential.16,17 Long-
ranged corrected (LC) functionals with the correct asymptotic
behaviour have been suggested as alternatives for this pur-
pose.18–23

Force-field models have been used as an alternative for
the calculation of response properties of relatively large
molecules. The point-dipole interaction (PDI) model,24–28 has
been used for the calculation of the polarizabilities of carbon
nanotubes and fullerenes,29–34 boron nitride tubes35 and pro-
teins,36 and it has also been extended to properties like opti-
cal rotation37–40 and hyperpolarizabilities.30,31,33,41–45 In the
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PDI model, atomic polarizabilities couple with each other in
an external electric field through the atomic induced dipole
moments and the molecular polarizability is obtained by con-
sidering atomic polarizabilities as atom-type parameters.

To calculate atomic charges, the electronegativity equal-
ization model (EEM)46–48 has been used where the charge-
transfer between atoms is calculated by atomic electronega-
tivities and chemical hardnesses as atom-type parameters. To
resolve the limitation of the EEM regarding the charge trans-
fer over large distances,49,50 the atom-atom charge-transfer
(AACT) method49 is adopted in a model that is transferable
to both metallic and non-metallic systems.51–57 In a metal-
lic model like EEM, charges are allowed to move without
a significant resistance between the atoms such as in highly
conjugated systems, while a non-metallic model describes
molecules with much less charge-transfer as for example in
alkanes.

In the charge-dipole interaction model, e.g. a combined
EEM and PDI model58–63 or a combined capacitance model
and PDI model,50,64–67 each atom is associated with both a
net electric charge and a dipole. In the capacitance model,
the charge-transfer term is determined in terms of the atomic
capacitance which is the inverse of the atomic chemical hard-
ness. Frequency-dependent polarizabilities have been calcu-
lated by the charge-dipole interaction model, where the inter-
action with oscillating electric fields are considered by includ-
ing the kinetic energy of the atomic charges and the atomic
dipoles68–71 and it has been extended to the calculation of ab-
sorption spectra.72,73

In this work, frequency-dependent polarizabilities have
been parametrized by a combined charge-transfer and point-
dipole interaction (CT-PDI) model,74,75 where the charge-
transfer and dipole terms are obtained using the AACT and
PDI models, respectively, and the charge-dipole interaction
gives the coupling between the two models. An extra energy
term is added to the charge-transfer term in our model to ob-
tain polarizabilities that scale correctly with the size of the
system. One set of atom-type parameters is used for each el-
ement which can be determined assuming that the amount of
charge-transfer in a bond is a function of the bond distance.57

Solving the CT-PDI model, or any similar model, for the
frequency-dependent polarizability gives direct information
about the local electric fields as the response to an external
electric field (both static and optical frequency). In the calcu-
lation of local electric fields, it is in most cases of interest to
locate “hot spots”, i.e. points where the local field is very high
which can initiate rare events in chemistry. As an example
where static fields are important, in electrical breakdown in
insulating liquids,76 the probability of the production of free
electrons increases at the location of high local electric fields.
In this context, we have developed a model for calculating the
field-dependent ionization potential,77–80 but the local field is

needed to deduce the actual molecular ionization potential in
an electrically insulating liquid.

Local electric fields at optical frequencies play a role in
many other phenomena. For aggregates of molecules they
determine the interactions between molecules that lead to
exciton transport and shifts in excited state energies. For
molecules in solvents they are responsible for the solvent-
induced effects on optical spectra. In addition, they are im-
portant in surface-enhanced Raman scattering (SERS),81–84

where the local field near metal nanoparticles is enhanced by
plasmon excitation. Indeed, previously there have been cal-
culations of electric fields in the vicinity of silver clusters as
models of SERS.85,86 However, metal clusters or particles are
not required in order to generate observable effects. For exam-
ple, solvent vibrational modes have been observed in the res-
onance Raman and resonance HyperRaman spectra of small
molecules.87,88 In addition, there is much current interest in
the plasmonic states of aromatic molecules,89,90 where one
expects to see enhanced fields and hot spots.

Previously, the CT-PDI model was used to calculate the
frequency-dependent polarizability.74,75 In this work, the CT-
PDI model is parametrized against TDDFT calculations and
is applied to two molecular dimers, benzene and azobenzene,
where the local field response to the frequency-dependent ex-
ternal electric field is calculated for frequencies through the
first absorption maximum. Since the emphasis in this work
is on method development and testing by comparisons with
TDDFT, only simple dimer structures are considered. How-
ever the methods we are developing have the capability of be-
ing applied to much larger systems, including molecular ag-
gregates and large graphene-like aromatic systems.

2 Theory

In this work, a force-field model for the response of the local
electric field to the external field (local field factor) is pre-
sented. In our model, the local electric field at atom I, E loc

I,β , is
the sum of the external electric field, Eext

I,β , and a field from the

surrounding atoms, Epol
I,β ,

E loc
I,β = Eext

I,β +Epol
I,β (1)

where Greek subscripts denote the Cartesian coordinates, x, y,
or z, respectively.

The polarization field at atom I arises from the charges and
dipole moments of the surrounding atoms

Epol
I,β =

N

∑
J 6=I

T (1)
IJ,β qJ +T (2)

IJ,βγ
µJ,γ (2)

where the Einstein summation convention is used for repeated
subscripts. qJ is the atomic charge, µJ,γ is the atomic dipole
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moment. Here, qJ and µJ,γ includes both permanent contribu-
tions (from that the isolated molecule has a permanent dipole
and/or quadrupole moment) and induced contributions from
the electric field of the surroundings. In our model, Gaus-
sian charge distributions for each atom are adopted instead
of point-charges.49,91 The electrostatic energy between two
Gaussian charge distributions is

VIJ = qIqJ
erf(
√

aIJRIJ)

RIJ
(3)

where RIJ is the distance between atoms I and J, and aIJ is

aIJ =
φIφJ

φI +φJ
(4)

where φI is an atom-type parameter describing the width of
the Gaussian distribution. The relatively complex form of the
error function can be approximated as91,92

VIJ =
qIqJ√

R2
IJ +

π

4aIJ

(5)

where the limiting behaviour at RIJ→ 0 and RIJ→∞ in equa-
tion 3 is retained.

In the same way, the electrostatic interaction between a
point charge qP and a Gaussian charge distribution of atom
I is given as

VPI =
qIqP√

R2
PI +

π

4φI

(6)

Therefore, the local field factor at atoms are given with the
electrostatic damping in equation 5 and at other points in space
equation 6 is applied, respectively.

T (1)
IJ,β and T (2)

IJ,βγ
in equation 2 are the charge-dipole and

dipole-dipole interaction tensors

T (1)
IJ,β = ∇β

1
R̃IJ

=
−RIJ,β

R̃3
IJ

(7)

and

T (2)
IJ,βγ

= ∇γ T (1)
IJ,β =

3RIJ,β RIJ,γ −δβγ R̃2
IJ

R̃5
IJ

(8)

where RIJ,β = RI,β − RJ,β , RI,β is the coordinate of atom I

and R̃IJ =
√

R2
IJ +

π

4aIJ
. In our model, the atomic charge is

replaced by the charge-transfer term, qJM ,49,57

qJ =
N

∑
M

qJM (9)

Inserting equation 9 into equation 2 gives the local field
in terms of the charge-transfer variables instead of atomic
charges,

Epol
I,β =

N

∑
J 6=I,M>J

(T (1)
IJ,β −T (1)

IM,β )qJM +
N

∑
J 6=I

T (2)
IJ,βγ

µJ,γ (10)

where we have used that qMJ = −qJM . In the CT-PDI model,
the molecular polarizability for a homogenous external field,
Eext

I,α = Eext
α , is given as57

αγα =
N

∑
J,M>J

RJM,γ
∂qJM

∂Eext
α

+
N

∑
J

∂ µJ,γ

∂Eext
α

(11)

where ∂qJM/∂Eext
α is the charge-transfer contribution to the

polarizability and ∂ µJ,γ/∂Eext
α is the dipole contribution to the

polarizability. ∂qJM/∂Eext
α and ∂ µJ,γ/∂Eext

α are calculated by
solving a set of linear response equations for the frequency-
dependent polarizability originating from minimizing a La-
grangian involving kinetic energies for the atomic charges and
atomic dipole moments.69,74 A detailed presentation of the
model for the calculation of the frequency-dependent polar-
izability can be found in Ref. 74.

The response of the local field to the external field becomes

∂E loc
I,β

∂Eext
α

= δβα +
N

∑
J 6=I,M>J

(T (1)
IJ,β −T (1)

IM,β )
∂qJM

∂Eext
α

+
N

∑
J 6=I

T (2)
IJ,βγ

∂ µJ,γ

∂Eext
α

(12)
i.e. it is given by the interaction tensors in equations 7 and 8
as well as the solutions to the response problem for the polar-
izability.

3 Model parametrization

The static and frequency-dependent polarizabilities are cal-
culated using the TDDFT method6,93,94 with the PBE func-
tional95 and the augmented TZP basis set.96,97 The optimized
geometries are obtained using the PBE functional and the TZP
basis set.96 Since dissipation is included in the CT-PDI model,
it is also included in the quantum chemical calculations of the
frequency-dependent polarizability.98,99 The life-time of the
excited states is chosen to be 0.004 a.u in the TDDFT calcula-
tions. Thus, both the imaginary and the real part of the polar-
izabilities are calculated. The ADF software100,101 is applied
in all the DFT calculations.

The TDDFT polarizabilities are used as reference data for
the parametrization of the CT-PDI model. The first π → π∗

excitation of azo dyes, aromatic molecules and polyenes as
well as the first σ → σ∗ excitation of alkanes are included
in the parametrization, while higher excitations are ignored.
The set of azobenzenes studied in our previous work75 is here
extended by a set of hydrocarbons. The parameters were op-
timized by a simplex algorithm to minimize the relative root
mean square deviation (RMSD) between the polarizabilities
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Table 1 Atom-type parameters (a.u.) of the CT-PDI model with a
brief description. The corresponding equations can be found in Ref
74.

description C H N
α isotropic atomic polarizability 8.2569 2.5564 4.8957
x anisotropic atomic polarizability 0.2576 0.5021 0.2874
η chemical hardness 2.7742 2.9595 3.1935
φ width of a Gaussian distribution 1.2193 0.4599 2.6465
g0 charge-transfer in non-metallic systems 0.7765 0.2052 1.0624
g1 charge-transfer in metallic systems 0.9964 0.2236 1.2355
C steepness of the charge-transfer 1.7372 2.1490 4.9503
R atomic radius 1.3947 0.7516 1.1708
cq number of oscillating charges 3.1893 3.8734 1.1866
cµ number of oscillating dipoles 0.1222 2.3579 4.1181
γq dissipation of charge 0.0121 0.0210 0.0033
γµ dissipation of dipole 0.0127 0.0226 0.0018

calculated by the TDDFT method and the CT-PDI model.
Both the real and the imaginary part of the full polarizability
tensor are parametrized.

The values of the parameters are presented in table 1 with
a brief description and table 2 presents the molecules grouped
as a training set for the parametrization and a validation set to
evaluate the parameters. The equations including all param-
eters can be found in Ref. 74 and are not repeated here. α

and x are the isotropic and anisotropic atomic polarizability
parameters, respectively, describing the atomic polarizability.
η is the chemical hardness parameter in the regular EEM and
the width of a Gaussian charge distribution is described by
the φ parameter. To describe the non-metallic behaviour, a
charge-transfer model is introduced that contains four atom-
type parameters, g0, g1, C and R. Also four atom-type pa-
rameters, cq, cµ , γq and γµ are used to describe the frequency-
dependence. More specifically, cq and cµ correspond the in-
verse of the number of oscillating charges and dipoles, respec-
tively, whereas γq and γµ describe the dissipation of the charge
and dipole contributions, respectively.

The obtained values of the parameters are in some cases
different from our previous work.75 The largest change is in
the cq and cµ parameters. The cq parameter of the hydrogen
atom decreases from 6.1514 a.u.75 to 3.8734 a.u. in this work,
while cµ increases from 0.6823 to 2.3579 a.u. indicating that
for hydrogen the contribution from oscillating dipole moments
decreases whereas the oscillating charge-transfer increases in
importance. The reason for these discrepancies between the
new and old parameters is that here we provide parameters for
a wider set of molecules including a set of hydrocarbons in
addition to the azo dyes in our previous work.75 It is an am-
bitious goal to have a single set of atom-type parameters for
carbon with the different properties of alkanes, aromatic sys-
tems, polyenes and polyynes, but we believe that the CT-PDI
model74,75 is a step in the right direction. The instability of
the parameter values is a common phenomenon especially in
charge equilibration models, and there is no agreement on a

generic set of optimal parameters.102 To provide a compre-
hensive model that can describe an extensive set of molecular
systems, the parameters still need to be improved. The goal
is to extend the set of molecules step by step but provide a
single set of parameters for all included molecules rather than
system-specific parameter sets. Also it is desirable to have
atom-type parameters and not for example bond and three-
body parameters, as well as only have one set of parameters
for each element. Further developments of the model should
rather be in the direction of improving the physics of each term
by including for example higher-order terms such as atomic
quadrupole moments and atomic hyperpolarizabilities.

The excitation energies and the static polarizabilities calcu-
lated by the TDDFT and CT-PDI models are shown in table 2
as well as experimental values. The π → π∗ excitation ener-
gies of the azo dyes calculated by the CT-PDI model are in
good agreement with the TDDFT method. The largest error
is around 15 % for 2,4,6-tricyano-4’-diethylaminoazobenzene
in the validation set. Among the aromatic molecules, benzene,
toluene and aniline, the largest error of the π → π∗ excitation
energy is 19 % for toluene. The CT-PDI model overestimates
the shift in the excitation energy when a methyl substituent is
added to a phenyl ring of benzene (e.g. toluene) compared to
the TDDFT method and the experimental value.

In the case of polyenes, the errors are larger for the longer
chains, C14H16, C18H20 and C22H24 compared to the shorter
one, C4H6. For polyenes the shift in the excitation energy
with increasing the chain length is in good agreement with the
TDDFT method. The σ → σ∗ excitation energy of alkanes
is in good agreement with the TDDFT method and also the
excitation energy shift is predicted well by the CT-PDI model.
The CT-PDI excitation energies are in good agreement with
the experimental values and the deviations arise from solvent
effects in the experiments.

The errors in the static polarizability of azo dyes are com-
parable to our previous work75 and in some cases it is smaller.
For example, 2,4,6-tricyano-4’-diethylaminoazobenzene has
the largest error of the static polarizability 23 % in our pre-
vious work, while here it is 1 %. For the alkanes, the static
polarizability is in good agreement with TDDFT. The largest
error is 17 % in ethane, while in dodecane it is only 0.85 %.
The CT-PDI model also gives the static polarizability of aro-
matic molecules in good agreement with the TDDFT method.
The static polarizability of polyenes shows the largest error
around 31 % for C22H24.

Fig. 1 shows the carbon-carbon bond distance distribution
of the molecules in the training set. As could be expected, the
model works better for the bond distances with higher proba-
bilities which is due to that our non-metallic correction to the
charge-transfer model strongly depends on the bond distances.
The highest peak around 1.40 Å shows the distribution of aro-
matic bonds, whereas the second highest peak around 1.53 Å
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Table 2 The excitation energy (eV) and static polarizability (a.u.) calculated by the TDDFT and CT-PDI models.

Excitation Energy Static Polarizability
molecule TDDFT CT-PDI Error % Exp. TDDFT CT-PDI Error % Exp.

tr
ai

ni
ng

se
t

trans-azobenzene 3.37 3.32 1.48 3.90 103 198.7 201.8 1.56 171.4 104

3-methylazobenzene 3.40 3.27 3.82 3.85 103 215.5 226.7 5.20
4-methylazobenzene 3.27 3.18 2.75 3.72 103 220.8 224.7 1.77
4-aminoazobenzene 2.99 3.13 4.68 3.19 105 232.4 226.4 2.58
4-cyanoazobenzene 2.99 3.20 7.02 3.81 105 233.0 242.5 4.08
4,4’-di-diethylaminoazobenzene 2.53 2.88 13.80 2.91 106 432.6 377.3 12.78
4-methyl-4’-dimethylaminoazobenzene 2.76 3.02 9.42 3.05 107 297.6 290.0 2.55
4,4’-diaminoazobenzene 2.80 3.05 8.93 264.9 249.3 5.89
benzene 6.80 6.26 7.94 6.20 108 70.9 72.0 1.55 70.1 109

toluene 6.53 5.28 19.14 5.76 110 85.5 92.1 7.72 82.7 109

1,3-butadiene (C4H6) 5.39 4.95 8.16 5.92 111 58.9 51.0 13.41 54.7 112

1,3,5,7,9,11,13-tetradecaheptaene (C14H16) 2.61 2.01 22.99 349.3 296.1 15.23
ethane 8.11 8.16 0.61 8.70 113 30.4 25.2 17.10 30.2 109

propane 7.56 7.59 0.40 8.10 113 43.4 37.6 13.36 42.4 109

n-tridecane 7.35 7.02 4.49 535.4 543.1 1.44
cyclohexane 7.40 7.51 1.49 7.00 114 75.3 72.6 3.59 74.2 109

va
lid

at
io

n
se

t

2-methylazobenzene 3.27 3.54 8.26 213.4 218.9 2.58
4-dimethylaminoazobenzene 2.79 2.99 7.17 3.07 107 274.5 265.7 3.21
4-diethylaminoazobenzene 2.75 3.05 10.91 2.99 103 312.6 290.4 7.10
4-cyano-4’-dimethylaminoazobenzene 2.67 2.90 8.61 2.75 115 328.9 306.6 6.78
4,4’-dimethylazobenzene 3.24 3.13 3.40 242.5 251.6 3.75
4-amino-4’-methylazobenzene 2.98 3.09 3.69 252.5 250.5 0.79
4,4’-di-dimethylaminoazobenzene 2.60 2.94 13.08 2.94 116 352.3 327.7 6.98
4-cyano-4’-diethylaminoazobenzene 2.58 2.86 10.85 2.66 117 362.9 331.1 8.78
2,4,6-tricyano-4’-diethylaminoazobenzene 2.48 2.86 15.32 2.21 117 401.4 395.9 1.37
aniline 4.35 4.24 2.53 4.40 110 84.5 88.3 4.50 78.1 109

1,3,5,7,9,11,13,15,17-Octadecanonaene (C18H20) 2.18 1.80 17.43 539.5 413.0 23.45
1,3,5,7,9,11,13,15,17,19,21-Docosaundecaene (C22H24) 1.90 1.66 12.63 770.6 532.9 30.85
octane 6.80 7.07 3.97 7.50 113 110.0 107.0 2.73 104.2 109

dodecane 7.35 7.02 4.49 164.7 166.1 0.85 153.5 109

shows the bond distance distribution of single C-C bonds. The
small peaks around 1.35 Å represent the bonds in polyenes
and the small peak around 1.50 Å shows the carbon bond
of a methyl group bound to a phenyl ring as for example in
toluene. In general, the molecules with the largest errors in ta-
ble 2 can be explained by their small contribution to the bond
distance distribution in the training set. The charge-transfer
model in CT-PDI has a strong bond-distance dependence and
is based on the sum of the two distances between three con-
nected atoms in a molecule (RIJ +RJK , I 6= K)57 (the varia-
tion of the sum of the two distances is an order of magnitude
smaller than the variation of the individual bond distances). In
the molecules with methyl substituents, e.g. toluene, the sum
of the two bond distances between the carbon atoms of the
methyl group and phenyl ring is around 2.9 Å, and the charge-
transfer through this bond is not well described which leads
to the relatively large error in the frequency-dependent polar-
izability. Since the π → π∗ excitation in azo dyes is caused
by the dipole term in the azo group and the adjacent carbon
atoms,75 the excitation energy in azobenzenes with methyl
substituents is still well predicted because the charge-transfer
in the phenyl-methyl bonds do not contribute substantially.
The same problem appears for polyenes with the sum of the
two distances around 2.7 Å in a π-conjugated chain of carbon
atoms, which is not well represented in the parametrization.

Fig. 2 shows the frequency-dependent isotropic polarizabil-
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Fig. 1 The carbon-carbon bond distance (Å) distribution of the
molecules in the training set.
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ity of some of the molecules in the training set (left) and in the
validation set (right) as well as their charge and dipole con-
tributions. The maximum of the imaginary part of the po-
larizability gives the absorption frequency. Although the ab-
sorption frequencies calculated by the CT-PDI model are in
good agreement with the TDDFT method, the polarizabilities
at the absorption frequency are in some cases smaller than
the TDDFT polarizabilities which affects the local field fac-
tor at the absorption frequency. The dipole term dominates
the charge term for all the molecules but at the absorption fre-
quency, the charge and dipole terms become comparable es-
pecially in the case of azo dyes and long polyenes.

4 Results and discussion

The local field response to the external field is calculated
for two dimers, the benzene dimer and the trans-azobenzene
dimer. The relative orientation of the dimers as well as the
definition of the coordinate system are given in Fig. 3. Al-
though not optimized dimers structures, the chosen structures
give a good indication of the magnitude of the local field fac-
tors. It is important that the dimers are placed along one of
the axes, here the x-axis, since, as discussed below, the re-
sponse is larger for a field along a chain of molecules. The two
molecules are in the training set and the CT-PDI model pre-
dicts their frequency-dependent polarizabilities in good agree-
ment with TDDFT. At the absorption frequency, the CT-PDI
polarizability of benzene is smaller than for TDDFT leading to
that the calculated local field factor of the benzene dimer at the
absorption frequency is underestimated by the CT-PDI model
as compared to TDDFT. The local field factor is calculated at
a point between the monomers (at the origin of the coordinate
system shown in Fig. 3) and at the atoms for different dis-
tances between the monomers. Results are presented for fre-
quencies through the π → π∗ absorption frequency for atoms
with large responses and two intermolecular distances are cho-
sen to study the distance dependence of the local field factor.
The minimum distance is chosen to prevent van der Waals
strain between the hydrogen atoms of monomers. There-
fore, the distance between the hydrogen atoms (with a van
der Waals radius of 1.09 Å118) of the monomers is longer than
twice the radius.

4.1 Benzene dimer

Fig. 4 shows the local field response of the benzene dimer at
the point between the monomers (at the origin of the coordi-
nate system) and at one of the hydrogen atoms (number 16
in Fig. 3) at two intermolecular distances, 8 and 10 Å (be-
tween the center of the benzene rings), in the x-direction of
the external electric field. As expected both the static and the

Fig. 3 The benzene and azobenzene dimers. The origin of the
coordinate system for each dimer is shown at the point between the
monomers.

frequency-dependent local field responses decrease with in-
creasing distance. At 8 Å, the static local field response at
the point, ∂E loc

P,x/∂Eext
x , is around 2 and at the absorption fre-

quency it increases to around 4.5, while at 10 Å it increases
from around 1.5 to around 2.5 at the absorption frequency.
The local field responses ∂E loc

P,y/∂Eext
x and ∂E loc

P,z /∂Eext
x are

zero for symmetry reasons. At hydrogen atom 16 (see Fig. 3),
∂E loc

I,y /∂Eext
x is larger than ∂E loc

I,x /∂Eext
x and the responses are

less dependent on the intermolecular distance compared to the
local field factor at the point between the dimers. The re-
sponse, ∂E loc

I,y /∂Eext
x , is 0.9 at zero frequency and 3.5 at the

absorption frequency, respectively, while ∂E loc
I,x /∂Eext

x is 0.6 at
zero frequency and −0.5 at the absorption frequency, respec-
tively. The dipole contribution dominates over the charge con-
tribution at the frequencies below the absorption, while they
are comparable at the absorption frequency.

Fig. 5 shows the local field response at carbon atom 2 and
hydrogen atom 12 at 8 Å in the x-direction of the external elec-
tric field. The charge term at carbon atom 2 cancels to a large
extent the dipole term at the absorption frequency leading to
the small local field factor. At 8 Å, the largest local field factor
is at hydrogen atoms 12 and 18 which is 2.3 at zero frequency
and 6.2 at the absorption frequency. The results show that at
these atoms, not only ∂E loc

I,x /∂Eext
x increases with frequency

but also ∂E loc
I,y /∂Eext

y increases from around 0 to 3.15 at the
absorption frequency.

The local field response at the atoms show that the response
at the hydrogen atoms increases more significantly than at the
carbon atoms due to a cancellation of the charge and dipole
terms at the carbon atoms. ∂E loc

I,x /∂Eext
y and ∂E loc

I,y /∂Eext
x at

the carbon and hydrogen atoms increase from 0.1 and 0.9
to 0.6 and 3.7, respectively, except for the atoms on the x-
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Fig. 2 The isotropic polarizability of the molecules in the training set (left) and validation set (right). The solid lines show the polarizability
calculated by the CT-PDI model. The squares and circles show the TDDFT calculations. The dashed line is the charge, and the dotted line is
the dipole contribution of the polarizability, respectively. The blue and red colors show the real and imaginary part of the polarizability,
respectively. (1 a.u. = 27.21 eV)
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0.00 0.05 0.10 0.15 0.20 0.25 0.30
Frequency, a.u.

−4

−2

0

2

4

6

8

Lo
ca

l 
Fi

e
ld

 R
e
sp

o
n
se

Atom 16, at 10 Å

Fig. 4 The local field response of the benzene dimer at a point between the monomers and carbon atom 16 in the x-direction of the external

electric field at the intermolecular distances of 8 and 10 Å. The red line is
∂E loc

I,x
∂Eext

x
, the green and blue lines are

∂E loc
I,y

∂Eext
x

and
∂E loc

I,z
∂Eext

x
, respectively. The

dashed line is the charge contribution and the dotted line is the dipole contribution, respectively. (1 a.u. = 27.21 eV)
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Fig. 5 The local field response of the benzene dimer at carbon atom 2 and hydrogen atom 12 in the x-direction of the external electric field at

the intermolecular distance of 8 Å. The red line is
∂E loc

I,x
∂Eext

x
, the green and blue lines are

∂E loc
I,y

∂Eext
x

and
∂E loc

I,z
∂Eext

x
, respectively. The dashed line is the charge

contribution and the dotted line is the dipole contribution, respectively. (1 a.u. = 27.21 eV)
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direction where these two responses are zero because of sym-
metry reasons. In general, the local field factor of the benzene
dimer is large at the hydrogen atoms in the direction of the
external electric field as well as at a point between monomers
as compared to at the carbon atoms which is explained by if
the charge and dipole terms add up or to a large extent cancel
each other.

4.2 Azobenzene dimer

Fig. 6 shows the local field response of the azobenzene dimer
at a point between the monomers (at the origin of the coor-
dinate system shown in Fig. 3) and at carbon atom 11 in the
x-direction of the external electric field at the intermolecular
distances 13 and 15 Å (between the center of the azo bonds
in the monomers). At the point between the dimers, the local
field response at 13 Å, ∂E loc

P,x/∂Eext
x , is 3.3 at zero frequency,

while it is around 7 at the absorption frequency. At 15 Å, it
only increases from around 2 at zero frequency to around 4 at
the absorption frequency. At carbon atom 11, ∂E loc

I,x /∂Eext
x is

1.8 at zero frequency and it increases to 5.4 at the absorption
frequency, while ∂E loc

I,y /∂Eext
x increases from around 0.1 at

zero frequency to 2.3 at the absorption frequency. The charge
term adds up to the dipole term giving rise to a larger local
field factor as compared to the carbon atoms in the benzene
dimer where the charge and dipole terms to a large extent can-
celed each other. The charge contribution increases more sig-
nificantly at the absorption frequency compared to the dipole
contribution as was the case also for the benzene dimer.

Fig. 7 (left) shows the largest local field response of the
azobenzene dimer at 13 Å (in a scale different from the other
figures). ∂E loc

I,x /∂Eext
x at the nitrogen atoms in the azo groups

are around 4.5 at zero frequency and 12 at the absorption fre-
quency. ∂E loc

I,y /∂Eext
x increases from 2 at zero frequency to

around 10 at the absorption frequency. At the nitrogen atoms,
the dipole term gives the major contribution to the local field
factor whereas the contribution of the charge term is small.
The second largest local field response is at hydrogen atoms
12 and 42 where ∂E loc

I,x /∂Eext
x at zero frequency is around 3.2

and at the absorption frequency is 7.7 (see Fig. 7 (right)).
The local field response, ∂E loc

I,y /∂Eext
x , is also large but with

an opposite sign at carbon atoms 3, 21, 27 and 45, around−1.4
at zero frequency and −8 at the absorption frequency, where
both the charge and dipole terms have the same sign (nega-
tive). The local field response ∂E loc

I,x /∂Eext
x at these atoms is

smaller (around 1.8 and 3.5 at zero frequency and the absorp-
tion frequency, respectively) than ∂E loc

I,y /∂Eext
x again because

of cancellation of the charge and dipole terms. Thus, in the
azobenzene dimer the response on the carbon and hydrogen
atoms are comparable while at the nitrogen atoms it is signif-
icantly larger. A large degree of cancellation of charge and
dipole terms is found in many of the remaining carbon and

hydrogen atoms.
The azobenzene dimer shows in general larger static and

frequency-dependent local field factors at the carbon and hy-
drogen atoms than the benzene dimer. An important fea-
ture of the CT-PDI model is the division into a charge and
a dipole term which may add up to give a relatively large lo-
cal field factor or the two terms may to a large extent can-
cel each other. The dependence on the distance between the
dimers is significant, indicating for example that the molec-
ular local field factors will vary substantially for a molecu-
lar liquid at normal and elevated temperatures and pressures.
The model is presently used for dielectric liquids to determine
the local field factor as well as the macroscopic polarization
and thereby also the optical part of the dielectric constant is
obtained by combining molecular dynamic simulations and
a modified Lorentz-Lorenz approach developed for the PDI
model.31

The local field factors at all atoms of a monomer in the ben-
zene and azobenzene dimers are given in the supplementary
material.

5 Conclusions

A method to calculate local field factors based on a classical
polarization model is presented, and some initial results for the
benzene and azobenzene dimers are presented. The response
increases significantly at the absorption frequency compared
to frequencies below absorption and the largest local field re-
sponse at the absorption frequency is around 12 at the nitrogen
atoms of the azobenzene dimer and around 6 at the hydrogen
atoms of the benzene dimer. The presented method is a rapid
alternative to quantum calculations for large systems and for a
combination with molecular dynamics simulations where we
need to average over many configurations.119 A major advan-
tage of a force-field model is the division into different terms,
each with a physical interpretation, in this case a charge and
a dipole term. In addition to the local field factor, the present
version of the CT-PDI model gives the first absorption maxi-
mum and the frequency-dependent polarizability. In the future
this method will be useful for modeling the static and optical
properties of much larger systems, including molecular aggre-
gates sampled from molecular dynamics simulations.120
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Fig. 6 The local field response of the azobenzene dimer at a point between monomers and carbon atom 11 in the x-direction of the external

electric field at the intermolecular distances of 13 and 15 Å. The red line is
∂E loc

I,x
∂Eext

x
, the green and blue lines are

∂E loc
I,y

∂Eext
x

and
∂E loc
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The dashed line is the charge contribution and the dotted line is the dipole contribution, respectively. (1 a.u. = 27.21 eV)
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10 | 1–12

Page 10 of 12RSC Advances

R
S

C
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t



Chemistry at the Space-Time Limit). This is supported by
the National Science Foundation, grant CHE-1414466. This
project was initiated when POÅ was a one-year sabbatical at
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45 L. Jensen, P.-O. Åstrand and K. V. Mikkelsen, J. Comput. Theor.

Nanosci, 2009, 6, 270–291.
46 W. J. Mortier, K. van Genechten and J. Gasteiger, J. Am. Chem. Soc.,

1985, 107, 829–835.
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63 A. Mayer and P.-O. Åstrand, J. Phys. Chem. A, 2008, 112, 1277–1285.
64 M. L. Olson and K. R. Sundberg, J. Chem. Phys., 1978, 69, 5400–5404.
65 J. Applequist, J. Phys. Chem., 1993, 97, 6016–6023.
66 B. Shanker and J. Applequist, J. Phys. Chem., 1994, 98, 6486–6489.
67 L. L. Jensen and L. Jensen, J. Phys. Chem. C, 2008, 112, 15697–15703.
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A, 2014, 118, 11282–11292.
76 J. C. Devins, S. J. Rzad and R. J. Schwabe, J. Appl. Phys., 1981, 52,

4531–4545.
77 H. S. Smalø, Ø. Hestad, S. Ingebrigtsen and P.-O. Åstrand, J. Appl.
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79 N. Davari, P.-O. Åstrand and T. Van Voorhis, Mol. Phys., 2013, 111,

1456–1461.
80 N. Davari, P.-O. Åstrand, M. Unge, L. E. Lundgaard and D. Linhjell,

AIP Adv., 2014, 4, 037117.
81 H. Metiu, and P. Das, Ann. Rev. Phys. Chem., 1984, 35, 507–536.
82 M. Moskovits, Rev. Mod. Phys., 1985, 57, 783–826.
83 G. S. Kedziora and G. C. Schatz, Spectrochim. Acta A, 1999, 55, 625–

638.
84 M. Futamata, Y. Maruyama and M. Ishikawa, J. Phys. Chem. B, 2003,

107, 7607–7617.
85 L. Zhao, L. Jensen and G. C. Schatz, J. Am. Chem. Soc., 2006, 128,

2911–2919.
86 L. Jensen, L. L. Zhao and G. C. Schatz, J. Phys. Chem. C, 2007, 111,

4756–4764.
87 A. E. Johnson and A. B. Myers, J. Phys. Chem., 1996, 100, 7778–7788.
88 R. Shimada and H. Hamaguchi, J. Chem. Phys., 2014, 140, 204506.
89 E. B. Guidez and C. M. Aikens, J. Phys. Chem. C, 2013, 117, 21466–

21475.
90 A. Manjavacas, F. Marchesin, S. Thongrattanasiri, P. Koval, P. Nordlan-

der, D. Sánchez-Portal and F. J. Garcı́a de Abajo, ACS Nano, 2013, 7,
3635–3643.
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