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CdSe/ZnS Quantum Dots as Sensors for the Local Re-

fractive Index†

Antoine Aubret, Anne Pillonnet,∗ Julien Houel, Christophe Dujardin, and Florian Kulzer∗

We explore the potential of CdSe/ZnS colloidal quantum dots (QDs) as probes for their immediate

dielectric environment, based on the influence of the local refractive index on the fluorescence

dynamics of these nanoemitters. We first compare ensembles of quantum dots in homogeneous

solutions with single quantum dots dispersed on various dielectric substrates, which allows us to

test the viability of a conceptual framework based on a hard-sphere region-of-influence and the

Bruggeman effective-medium approach. We find that all our measurements can be integrated

into a coherent description, provided that the conceptualized point-dipole emitter is positioned at

a distance from the substrate that corresponds to the geometry of the QD. Three theoretical mod-

els for the evolution of the fluorescence decay rate as a function of the local refractive index are

compared, showing that the classical Lorentz approach (virtual cavity) is the most appropriate for

describing the data. Finally, we use the observed sensitivity of the QDs to their environment to es-

timate the detection limit, expressed as the minimum number of traceable streptavidin molecules,

of a potential QD-nanosensor based on fluorescence lifetime.

Introduction

The development of nanomaterials for biophotonics and biomed-
ical applications has progressed at breathtaking pace in the last
two decades, and nanoparticles can now be engineered to ful-
fill a great variety of diagnostic (sensing and imaging) as well
as therapeutic functions1–3. Semiconductor quantum dots (QDs)
are an important class of nanoparticles used in biomedical appli-
cations due to their favorable optical properties, including high
emission quantum yields, large molar extinction coefficients com-
parable to those of organic dyes, broad absorption bands with
narrow, symmetric photoluminescence (PL) spectra, large effec-
tive Stokes shifts, and resistance to photophysical and -chemical
degradation4–7. The characterization and optimization of these
properties or their uses as local probes has become a major inter-
est during the last decades8–11. In particular, the ability to make
water-soluble QDs and to target them to specific biomolecules has
led to promising applications in cellular labeling and deep-tissue
imaging5,12. Nanoparticles with a CdSe core in particular, which
are readily available with a broad range of emission wavelengths
in the visible spectral range, are widely used due to their photo-
stability13.

Among the various photophysical properties that can be ex-
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ploited for sensing, the relaxation dynamics of nanoemitters are
known to be a powerful tool for probing their immediate envi-
ronment. For instance, Carlini et al. showed that lifetime imaging
microscopy can elucidate the incorporation of QDs inside living
cells and the concomitant changes in the QD oxidation state14.
Furthermore, some experiments are able to deduce the quantum
yield of ensemble15 or single nanoemitters16, suggesting appli-
cations as efficient single-photon sources and in other photonic
devices17.

Fundamentally, the relationship between the radiative transi-
tion probability γr of an emitter and the refractive index of its
environment18–21 is governed by Fermi’s golden rule22:

γr =
2π

h̄
ρ(h̄ω)|M|2δE2E1

(1)

Here, ρ(h̄ω) is the density of states (DOS) of the electric field at
frequency ω, E2 and E1 are, respectively, the energies of the ini-
tial and final states, and M is the matrix element of the dipolar-
electric interaction Hamiltonian between the emitter and a local
field. The influence of the medium manifests itself through the
DOS and the local field, which in turn are directly related to the
refractive index of the corresponding bulk material if the medium
is homogeneous21. For emitters embedded in heterogeneous me-
dia, in particular in complex soft matter such as living cells, the
question arises how the general principle embodied in Eq. (1) can
be adapted to an effective-medium description based on a locally-
defined refractive index that adequately reflects the influence of
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the environment on the emission dynamics. Furthermore, as the
refractive index has been shown to be a useful tool in the inves-
tigation of complex biochemical phenomena, such as the target-
ing of receptor molecules23 or cell viability24–26, it is important
to understand over which characteristic distance R the environ-
ment exerts a noticeable influence on photophysical behavior of
such nanoprobes. To elucidate these issues, we here show how
the sensitivity of individual colloidal CdSe/ZnS core-shell QDs to
their immediate environment can be used to measure the char-
acteristic distance R over which a local effective refractive index
can be conceptualized. To this end, we utilize a nanoscale effec-
tive medium approach to model the influence of the surrounding
medium on γr and carry out a lifetime analysis on ensembles of
QDs immersed in solutions of various refractive indices, as well as
on single QDs deposited on different substrates. We furthermore
discuss the potential of colloidal QDs as lifetime-based sensors of
the local refractive index, and we compare the expected perfor-
mance with that of sensors based on localized surface plasmon
resonances (LSPR) of metallic nanoparticles.

Results and discussion

To test the applicability of an effective-medium description, we
compared the fluorescence dynamics of QD525 and QD655 in so-
lution to that observed for the same QD species on substrates with
varying refractive indices. We will first discuss the decay curves
measured for ensembles of quantum dots in solution, examples
of which are shown in Figure 1. Different concentrations of su-
crose in water were used to obtain solutions whose refractive in-
dices varied between 1.33 and 1.46. Given that purification of QD
samples by ultracentrifugation in sucrose solution can be carried
out without loss of fluorescence27, we assume that quenching by
non-specific adsorption of sucrose molecules can be ruled out as
a potential complication of our lifetime measurements, especially
since the QDs we used are protected by a cross-linked polymer
shell.

All fluorescence lifetime curves in this study were analyzed
with a Poissonian maximum-likelihood estimator (MLE), which
is, in contrast to the widely used χ2-based fitting, efficient and un-
biased,28 especially for multiexponential decay curves with non-
negligible background. (Details of all analysis methods are avail-
able in the ESI.) We found that all QD ensembles in solution ex-
hibited a complex emission behavior that cannot be reproduced
mono- or biexponential decay functions. In fact, the excited-state
dynamics of CdSe/ZnS QDs are known to involve non-radiative
relaxation channels as well as trap states, leading to multiex-
ponential decay curves at the nanosecond timescale29–32 and to
power-law blinking over many orders of magnitude in time33,34.
The states associated with the two decay rates in the biexponen-
tial lifetime curves of QDs are thought to be the neutral, highly
emissive “on” state and the “off” (or “dim”) state, a consequence
of the ionization of the core of the nanocrystal. The latter phe-
nomenon is known to open new non-radiative decay channels,
thus lowering the luminescence quantum yield as compared to
the on state29–32. Given that the typical integration time for a de-
cay histogram in our experiments was around 100 s, each QD can
be expected to have undergone many on/off transitions while it

Fig. 1 Fluorescence dynamics of ensembles of QDs in solution,

represented by the relative emission intensity as a function of the

elapsed time after the exciting laser pulse. (a) Decay curves for QD525

in water (n = 1.33, circles) and in sucrose solution (n = 1.46, squares).

The solid lines correspond to fits of biexponential decay curves with a

Gaussian distribution of both rates, yielding γ1 = 0.0489 ns−1 in water

and γ1 = 0.0648 ns−1 in the sucrose solution. (b) Decay curves for

QD655 in water (n = 1.33, circles) and in a sucrose solution (n = 1.46,

squares). The solid lines correspond to the same fits as in (a), now

yielding γ1 = 0.0259 ns−1 in water and γ1 = 0.0323 ns−1 in the sucrose

solution.

was investigated. Both neutral and charged states thus contribute
to all decay curve, resulting in the presence of a slow (γ1) and a
fast (γ2 > γ1) component, which correspond to luminescence pho-
tons emitted during the “on” and “off” periods, respectively. (The
“off”/“dim” state has a significantly lower, but non-zero emission
rate.) We note that recent experiments indicate that the inter-
play between blinking and luminescence lifetime is more compli-
cated than suggested by the model outlined above32, especially
for CdSe/CdS QDs35,36. Nevertheless, the present study deals
with modeling the dynamics of the single-exciton radiative pro-
cess as a point-dipole in an effective medium; consequently we
focus exclusively on the slow rate (γ1) in the following discussion.
Furthermore, to allow for the size and shape inhomogeneities
within the QD ensembles measured in solution, we introduced
Gaussian distributions30,37 around the central decay rates of the
on- and off-states, γ1 and γ2 > γ1, respectively. The correspond-
ing standard deviations of the distributions, σ1 (on-state) and σ2

(off-state), for any given solution turned out to be 20% for QD525
and 30% for QD655. A clear variation of γ1 with the refractive in-
dex of the solution was observed, as can be appreciated from the
two limiting cases shown in Figure 1. (Please refer to the ESI for
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further details of the MLE fitting procedure and tables of all rates
γi and standard deviations σi.) Typically, the contribution of the
fast component (γ2) was on the order of, at most, a few percent of
the total number of detected luminescence photons, which means
that the fast process does not interfere with the accurate determi-
nation of the on-state component γ1.

Three different theoretical models are commonly employed to
predict the radiative relaxation rate as a function of the refrac-
tive index of the surrounding medium. The virtual cavity model
(VC)38 was first developed by Lorentz for dilute gases. This classi-
cal model introduces a cavity as a conceptual separation between
the continuous dielectric and the discrete point-dipole at its cen-
ter; the cavity is virtual in the sense that it is still “filled” with
the dielectric material. The second model, developed by Glauber
and Lewenstein in 1990, adopts a quantum point of view and is
known as the empty cavity model (EC)39 (or Onsager model or
real cavity model). Here, a normal mode expansion of the field in
the dielectric allows to derive an expression for γrad of an emitter
in the center of a cavity that is considered to be empty. The third
model is the fully microscopic one (FM) of Crenshaw and Bow-
den40. This last model considers the interactions between the
emitter and the atoms of the dielectric medium (treated as two-
level systems) at the microscopic level to find an approximated
(first-order) solution for the equation of motion of the excited
state of the emitter. The resulting expressions for the radiative
depopulation rate γr as a function of the effective refractive index
n̄ are

γ1r(n̄) =


























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(

n̄
2+2
3

)2

n̄γ1rv for the VC model

(

3n̄
2

2n̄2+1

)2

n̄γ1rv for the EC model

n̄
2+2
3

γ1rv for the FM model

, (2)

where γ1rv = γ1r(n̄ =1) is the radiative decay rate in vacuum. The
predicted increase of γ1r with increasing refractive index is most
pronounced for the VC model, less strong for the EC model and
weakest for the FM model.

We have applied these three models to our data, using as free
parameters the radiative decay rate in vacuum γ1rv and the non-
radiative decay rate γ1nr (assumed to be independent of n̄). The
expression to fit to our data thus takes the form γ1 = γ1nr + γ1r(n̄),
where γ1r(n̄) is given by Eq. (2). As can be seen in Figure 2a,
the EC and FM models fail to reproduce the data of QD525 be-
cause they both underestimate the influence of the medium on
the decay rate, even for the absence of non-radiative relaxation,
i.e., for a luminescence quantum yield of 100%. Only the virtual
cavity model is able to reproduce the experimental data from QDs
in solutions over the full range of indices, finding vacuum quan-
tum yields of 0.87 and 0.67 for QD525 and QD655, respectively.
These values agree well with Duan et al.41, who reported similar
quantum yields for the same types of QDs in the framework of
the VC model. We note that the FM model was successfully em-
ployed in earlier measurements of QD fluorescence lifetimes in
organic solvents which were carried out by Wuister et al19. How-
ever, the FM model has been criticized from a fundamental point
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Fig. 2 The fluorescence dynamics of QD525 and QD655 in solutions

with refractive indices between 1.33 and 1.46. (a) Mean on-state decay

rate (center of Gaussian distribution) γ1 of QD525 (open circles, error

bars smaller than symbols) as a function of the refractive index of the

solutions. Fits of the data according to the VC (solid line), EC (dashed

line), and FM (dotted line) models are shown over a larger range of

refractive indices to accentuate the difference between the models. (b)

Fluorescence dynamics of QD655 in solution, data points and fits

analogous to (a).

of view, given that it predicts anisotropic refractive indices for
perfectly isotropic media. This criticism is derived from a refined
microscopic model put forth by Berman and Milonni42, which
takes into account sub-magnetic levels of the atoms in the envi-
ronment; the improved model furthermore shows that both the
VC and the EC approach are consistent with it for dilute gases
(n → 1), while the FM approach predicts a different slope at n = 1

for the curve of γ1r as a function of n. These calculations were
extended by Fu and Berman in 2005 to the second order for a
simplified Hamiltonian43, which finally allows to distinguish be-
tween the VC and the EC model, thus showing that only the VC
approach remains consistent with the refined microscopic model.
Furthermore, a theoretical comparison published by Crenshaw in
200844 likewise concluded that microscopic theory of quantum
electrodynamics is in agreement with the classical approach to
local-filed correction, i.e., the VC model. The experimental re-
sults of the present work confirm the inadequacy of both the EC
and the FM model, at least for the QD525 species, while for the
analogous QD655 data (ellipsoid QDs), Figure 2b, only the FM
model can be ruled out. For the sake of completeness, we fur-
thermore point out that derivatives of the EC model have recently
been shown to describe the environment-dependent emission dy-
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Fig. 3 Fluorescence dynamics of single QDs on substrates, represented

by the relative emission intensity as a function of the elapsed time after

the exciting laser pulse. (b) Decay curves of an individual QD525

particle on a CaF2 substrate (n = 1.436, circles) and of another QD525

on a SiC substrate (n = 2.672, squares). The solid lines correspond to a

biexponential decay model, from which we obtained values of

γ1 = 0.0353 ns−1 (CaF2) and γ1 = 0.0989 ns−1 (SiC), respectively, for

these particular decay curves. (b) Decay curves as in (a) but now for two

QD655 particles, one on CaF2 (n = 1.433, circles) and the other one on

SiC (n = 2.629, squares). Biexponential decay models (solid lines) yield

γ1 = 0.0180 ns−1 (CaF2) and γ1 = 0.0367 ns−1 (SiC), respectively.

namics of other types of emitters, such as Ce3+ and Tb3+ ions in
LaPO4 crystals45.

The values of γ1 in solution, i.e., a homogeneous medium, will
serve as a reference for an effective medium approach to model
the relaxation dynamics of the same QDs on various dielectric
substrates. In particular, it will allow us to demonstrate how an
effective refractive index n̄ has to be calculated in the latter sit-
uation so that the observed decay rates are in agreement with
the decay rates in a homogeneous solution of the same refractive
index. Examples of decay curves of the two QD species can be
seen in Figure 3 for the two substrates corresponding to the min-
imum and maximum refractive indices explored in the present
study; as discussed above, the decay histograms are expected to
have two components γ1 and γ2 corresponding to on- and off-
state emission, respectively, which was indeed found to be the
case for all measurements of QDs on substrates. However, as we
are now dealing with individual emitters, there is no need for
introducing a distribution of decay rates as was the case for the
ensembles measured in solution. Repeating the lifetime measure-
ment on different QDs for each type of substrate yielded a mean
value of the on-state decay rate and its empirical standard de-

viation. (We did verify that decay histograms constructed from
photons emitted during “on” periods showed the expected mono-
exponential decay with rate γ1, see ESI for details.) The observed
distribution of the decay rate γ1 for QDs of the same species in-
vestigated on the same substrate is attributed to a distribution
of sizes and shapes, but also to differences in the orientation of
the emitting dipole with respect to the surface of the substrate.
Lukosz46 has shown for an emitter close to a plane dielectric
discontinuity that an orientation-dependent modification of the
local density of states (LDOS) occurs, which affects the lumines-
cence rate and the emission diagram. Special care was therefore
taken in our experiments to select single QDs with a wide range
of luminescence intensities, so that the resulting mean value of
γ1 represents, as closely as possible, an average over all possible
orientations of the dipole on the surface, as well as a sampling of
potential shape heterogeneity at the single-QD level.

Our interpretation of the changes in decay rate γ1 induced by
the environment is based on the calculation of an effective refrac-
tive index surrounding the emitter, for characterizing the absolute
value of the decay rate. The different materials in the volume
over which the emitter is sensitive to the environment are taken
into account via the Bruggeman effective medium approach47,
which avoids the often somewhat arbitrary distinction between
“host” and “guest” components in a mixed medium; instead, it
treats each constituting phase equally as an inclusion in the ef-
fective medium itself (see ESI for details). A limiting distance
can be introduced beyond which the influence of the medium
becomes negligible, be it as a cut-off radius R or by a smoothly
decaying weighting function to quantify how the influence of the
environment diminishes with its distance from the emitter. The
simplest possible model for this distance dependence is that of a
hard sphere, which establishes a sharp boundary by assuming that
only the dielectric material within a sphere of radius R centered
on the emitter contributes (uniformly) to n̄, as is illustrated in Fig-
ure 4a. We have previously applied such a hard-sphere model to
the luminescence dynamics of the same QD species sandwiched
between two dielectric interfaces whose distance varied due to
a spherical-planar contact geometry48, for which we found that
the QD decay rate decreased with increasing distance of the sec-
ond interface until a cut-off distance on the order of 80 nm was
reached. With regard to interpreting the substrate data of the
present study, we note that conceptualizing the emissive transi-
tion as an electric point-dipole will necessarily neglect the geom-
etry of the QDs and the finite extension of the exciton, but it re-
mains important to take into account the size of the nanoparticle
when deciding where this point-dipole has to be localized relative
to the substrate surface, see Figure 4a. Figure 4b compares the γ1

decay rates of QD525 in solution (cf. Figure 2a) to those found on
the substrates; the top panel represents the naive calculation of
the effective refractive index for the latter cases based on a point
dipole located directly at the surface of the substrate. It can be
seen clearly that no agreement between the two experiments can
be achieved in this case. It should be noted that this result is inde-
pendent of the cut-off radius R of the effective index calculation
because the volume fraction of the substrate is always 50% of a
total interaction sphere centered on the surface.
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Fig. 4 Effective-medium description of the influence of the dielectric environment on the relaxation dynamics of optically-excited quantum dots. The

effective refractive index n̄ for the substrate measurements is calculated using the Bruggeman effective medium theory in a hard-sphere of radius R

around point-dipole-like emitter. (a) In the dipole-on-surface scheme (top), the point-dipole is envisioned to rest directly on the substrate surface, in

which case n̄ is independent of R. On the other hand, the emitting dipole is positioned at a distance from the surface that corresponds to the QD

geometry in the core-centered dipole approach (bottom). (b) The fluorescence dynamics of QD525: The open circles represent ensemble

measurements in solutions with refractive indices between 1.33 and 1.46. (This is the same data as in Fig. 2a, whose error bars are smaller than the

symbols.) The full circles show average rates for QDs studied individually on various dielectric substrates; error bars denote the empirical standard

deviations of each ensemble. The effective refractive index for the substrate measurements is calculated under the dipole-on-surface assumption (top)

and the core-centered dipole scheme with R = 44 nm for QD525 and R = 50 nm for QD655 (bottom), respectively. The solid line represents the best fit

of γ1 in solution as a function of n̄ according to the virtual cavity (VC) model, which is the only one able to reproduce the data. (c) The fluorescence

dynamics of QD655, data and interpretation analogous to (b).

On the other hand, positioning the point-like emitter – and thus
the center of the interaction sphere – at a distance from the sur-
face that corresponds to the radius of the core/shell/polymer QD
structure (∼ 6 nm for QD525 and ∼ 9 nm for QD655) allows for
an agreement between the two experiments: In this core-centered
dipole geometry, the radius of the interaction sphere remains as
the only free parameter to adjust for maximum overlap of the
substrate data points with the VC model derived from the so-
lution measurements, see Figure 4bc; the optimum radius was
thus found to be R = (44±4) nm for QD525 and R = (50±8) nm
for QD655. These two values of the critical radius are smaller
than those found in the aforementioned earlier investigations
(∼ 80 nm)48 for comparable QDs. We attribute the discrepancy
to secondary effects that may have been present in the earlier ex-
periments, for example mechanical strain at the sphere-substrate
contact point and a possible influence of the polymer adhesion
layer that was used. Furthermore, the values of the present study
are more reliable due to the higher number of photons in the de-
cay histograms and the ML analysis.

Having quantified the response of QD525 to changes in the ef-
fective refractive index of a nanoscale volume, we can now com-
pare the expected performance of a QD525-based sensor to that
of plasmonic nanoprobes. The latter variety of nanosensor relies
on the local surface plasmon resonance (LSPR) of metallic parti-
cles; gold in particular is widely used in the form of nanorods,
-ellipsoids, -prisms, -stars, and other shapes49–53. The LSPR
frequency changes with the refractive index of the surrounding
medium, which allows detection of analyte molecules in ultra-
low concentrations (. zeptomolar) without chemical amplifica-

tion54–58. A useful figure of merit (FoM) to quantify the perfor-
mance of LSPR nanoprobes in this kind of application is the fre-
quency shift per refractive index unit (RIU), relative to the full
width at half maximum (FWHM) of the plasmonic absorption
band59. However, we note that the sensing volume of QD525,
a sphere with a radius of (44 ± 4) nm in our effective medium
description, is significantly larger than the effective sensing vol-
ume of a plasmonic nanosensor, whose interaction with the en-
vironment decreases exponentially over characteristic lengths of
10 – 20 nm60–62. The reduced sensing volume works in of favor
plasmonic nanosensors because the same refractive index sensi-
tivity achieved over a smaller volume means that a smaller abso-
lute quantity of an analyte can be detected. For a fair and mean-
ingful comparison, we therefore adopt the formalism of Nusz et

al.57, which takes into account the role for the sensing volume in
overall performance. Adapting Eq. (6) of Ref. 57 to a potential
QD525-based refractive index nanosensor, we obtain

∆γ1

∆n ·S
=

Vd

Vs
, (3)

which assumes that the observed change in the on-state fluores-
cence decay rate, ∆γ1, is proportional to the volume occupied
by the detected analyte, Vd, divided by the total sensing vol-
ume Vs. If the sensing volume is completely filled by the ana-
lyte so that Vd/Vs = 1, then ∆γ1 is given by the product of ∆n,
the difference in refractive index between the analyte and the
pure (analyte-free) solution, and the sensitivity S of the sensor,
expressed in ns−1/RIU. As we base our considerations on a hard-
sphere model, S is independent of r, the distance between a given
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analyte molecule and the sensor’s surface, which means that all
analyte molecules within Vs are given equal weight in contribut-
ing to ∆γ1.

For an analyte molecule of known molecular volume Vm, the
volume occupied by N detected molecules is given by Vd = N ·

Vm. Furthermore, after determining the minimum change δγ1

of the decay rate that can be resolved under given experimental
conditions, one can estimate the corresponding minimum number
of detectable analyte molecules, Nlim, according to

Nlim =
δγ1

∆n ·S
·

Vs

Vm
. (4)

The sensitivity S of QD525 can be derived from the data of
Figure 1a: A modification of the refractive index n from 1.33
to 1.46 induces a change of the average γ1 from 0.0489 ns−1

to 0.0648 ns−1, which means that the sensitivity is S =

0.122 ns−1/RIU. Still following Ref. 57, we consider streptavidin
as a model analyte, with a molecular volume of Vm = 114 nm3 and
a bulk refractive index of n = 1.57, leading to ∆n = 1.57− 1.33 =

0.24 RIU for a sensor operating in aqueous solution. The remain-
ing two parameters needed to estimate the detection limit accord-
ing to Eq. (4) are the sensing volume Vd and the experimental
accuracy of the on-state decay rate, δγ1. The latter contribu-
tion is the dominant source of uncertainty for the potential ap-
plication that we consider here, which entails the detection of
only a limited number of photons emitted by a single nanoparti-
cle. To ensure a realistic value for Nlim, we choose a conserva-
tive upper limit of 50 nm for the radius of the hard-sphere sens-
ing volume, which leads to Vd = 5.2 · 105 nm3, after subtracting
the volume occupied by core, shell and polymer layer of QD525
(r = 6 nm). Finally, δγ1 was estimated from the uncertainty in
γ1 when fitting the expected decay function to the data of an
individual QD525 particle on BK7. We found that the best ac-
curacy was obtained when the photon counting histogram was
constructed from on-state photons, which were selected by ap-
plying a threshold criterion to binned timetraces; the decay func-
tions were found to be strictly mono-exponential in this case (see
ESI). Constructing the decay histogram from increasingly longer
parts of single-particle timetraces allowed us to explore the de-
pendence of δγ1 on the number of analyzed photons; represen-
tative values are δγ1 = 1.4 · 10−4 ns−1 for hundred thousand pho-
tons and δγ1 = 5.5 · 10−5 ns−1 for a million of them. The decay
rates were determined from maximum-likelihood analysis for a
mono-exponential probability density with constant background,
combined with the bootstrap method (see ESI) to estimate the
uncertainty δγ1.

Eq. (4) predicts detection limits Nlim of several tens of strep-
tavidin molecules; as shown in Figure 5, one finds the expected
1/
√

Nphot behavior, where Nphot is the number of detected pho-
tons. The limiting value achieved with the highest number of pho-
tons is less than 10 molecules for a photon number higher than
one million. We note that if the background cannot be determined
from an independent measurement then it has to be introduced
as an additional fit parameter, which reduces the achievable accu-
racy to an estimated detection limit of ∼ 18 molecules for one mil-
lion photons. These values are comparable to the detection limit
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Fig. 5 The estimated detection limit of a single QD525 nanosensor,

quantified by the minimum detectable number Nlim of streptavidin

molecules in the detection volume, as a function of the number of

photons that are accumulated to construct the fluorescence decay

histogram. The points are calculated from the experimentally observed

uncertainties δγ1 in the determination of the on-state decay rate γ1 and

the solid line is a fit of a Nlim ∝ 1/
√

Nphot relationship, where Nphot is the

number of photons.

of 18 – 22 molecules that Nusz et al.57 find for plasmonic sensors
based on a gold nanorods with optimized dimensions. However,
the potential QD525-based sensor that we discuss here requires
longer integration times of around 700 seconds to achieve this
performance, although this duration can probably be reduced by
at least a factor of ten if the excitation intensity is increased, espe-
cially if highly-emissive, photostable and non-blinking QDs63 are
used. We therefore think our proposed scheme might find applica-
tions, for example in combination with methods for rapid lifetime
measurements64 and in cases where the considerably larger size
or the shorter sensitivity range (which may require a higher an-
alyte concentration) of plasmonic sensors is undesirable. Finally,
for interpreting data from QD-based sensors relying on a more
specific interaction with a functionalized nanoparticle surface, the
results presented here may be useful to incorporate the unspecific
“baseline” sensitivity into the analysis, which stems from refrac-
tive index changes due to the presence of the analyte or other
species.

Conclusions

We have investigated the influence of the local dielectric en-
vironment on the fluorescence emission dynamics of colloidal
CdSe/ZnS quantum dots. Comparing the luminescence lifetimes
in an isotropic, homogeneous medium with the ones found after
deposition on a dielectric interface, we could show that an in-
terpretation in terms of a point-dipole emitter embedded in an
effective medium requires taking into account the non-zero size
of the QDs and introducing a characteristic distance R over which
an effective refractive index is calculated. We found a value of
R ≈ 45 nm for the hard sphere model combined with the Brugge-
man effective medium approach, which may help to judge the
region of influence when QDs are employed as nanoprobes in life-
time imaging and related techniques. Furthermore, we are able
to discriminate between three models commonly used to quantify
the relationship between emission dynamics and the refractive
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index of the surrounding medium; in agreement with recent the-
oretical advances we presented experimental evidence in favor
of the virtual cavity model, with plausible values of the fluores-
cence quantum yield ranging from 0.87 in vacuum to 0.96 on
a SiC substrate. Finally, a comparison with plasmonic nanopar-
ticles shows that single colloidal QDs, especially recently devel-
oped highly emissive ones, might have a comparable potential as
nanosensors for refractive index, whose performance may com-
plement plasmonic nanosensors for certain applications.

Experimental section

Fluorescent Quantum Dots

We used water-soluble CdSe/ZnS core-shell colloidal quan-
tum dots (Invitrogen, ITK carboxyl quantum dots, Q21341MP
and Q21321MP) emitting at 525 nm (QD525) and at 655 nm
(QD655). These nanoparticles contain a cadmium selenide core
that is capped by a zinc sulfide shell to improve chemical and op-
tical properties. A final polymer shell is added around the QD,
which is important for the retention of the optical properties and
to allow facile dispersion of the QDs in aqueous solutions. In par-
ticular, the surrounding medium can then be modified without
changing the exciton non-radiative decay rate. The diameters of
the core/shell structures are about 3.5 nm for the nearly spherical
QD525, and around 12 nm by 6 nm (maximum and minor axis) of
the ellipsoidal QD655 species. The overall radii R of the emitters
including the polymer layer are RQD525 = 6 nm and RQD655 = 9 nm
according to the manufacturer.

Ensemble Lifetime Measurements in Solution

Comparison measurements were conducted on ensembles of
quantum dots in homogeneous solutions of different refractive
indices. A stock solution of 20% (weight) sucrose in distilled wa-
ter was heated under stirring to 50 °C in a water bath so that
evaporation gradually increased the sucrose concentration. Sam-
ples of 1 ml were taken at various stages of the evaporation pro-
cess and their refractive index was measured in an Abbe refrac-
tometer after thermalization to room temperature. We thus had
access to a range of solutions whose refractive index varied be-
tween 1.33 (pure water) and 1.46 (about 70% sucrose). Drops
of 10 µl of either QD525 or QD655 solution at c = 10−6 mol/l
were added to the 1 ml samples to achieve final QD concentra-
tions c = 10−8 mol/l.

The relaxation dynamics of the QDs in the different solutions
were measured in a setup that is schematically shown in Fig-
ure S1c of the ESI: A picosecond pulsed laser diode (Hamamatsu,
M10306-31) emitting at 444 nm with a repetition rate of 1 MHz
was used at excitation powers well below saturation and focused
into the solution by a 150 mm lens. The emitted luminescence
was collected at 90 ° by a 50 mm lens and focused onto the cath-
ode of a photomultiplier tube (Picoquant, PMA-C-165-N-M) after
spectral filtering. The pulses of the photomultiplier were pro-
cessed by time-correlated single photon counting electronics (Pi-
coquant, PicoHarp 300) to build the decay histogram from the
photon arrival times relative to the exciting laser pulses with a
nominal resolution of 32 ps and an overall instrumental response

function IRF with a width of 0.4 ns.

Lifetime Measurements of Single QDs

The relaxation dynamics of individual quantum dots were ana-
lyzed on seven different substrates: calcium fluoride (CaF2, re-
fractive index n = 1.436 at 525 nm), Suprasil (synthetic fused
SiO2, n = 1.460), borosilicate glass (BK7, n = 1.520), aluminum
oxide (Al2O3, n = 1.772), yttrium aluminum perovskite (YAP,
n = 1.950), lanthanum dense flint (LASF, n = 2.030), and silicon
carbide (6H-SiC, n = 2.672). In the case of SiC, the 6H polytype
was chosen because it has no absorption bands overlapping with
the emission of either QD species, which rules out potential com-
plications due to energy transfer from the QDs to the SiC sub-
strate. QDs were dispersed on these substrates by depositing a
drop (10-20 µl) of an aqueous solution of either QD525 or QD655
at a concentration of c = 10−8 mol/l on and spin-coating for 120
seconds at 2000 rotations per minute (RPM) with an acceleration
of 200 RPM/s. We thus obtained samples with a suitably low sur-
face coverage to allow observation of individual QDs by a home-
built confocal microscope (see Figure S1a of the ESI) capable of
time-correlated single photon counting. QDs were excited with
200 fs laser pulses centered around 446 nm at repetition rates that
could accommodate the emitters’ relaxation dynamics between
two successive pulses (4 MHz for QD525 and 2 MHz for QD655).
Time-correlated single photon counting (TCSPC) electronics (Pi-
coquant, TimeHarp 200) allowed to record the arrival times of
all detected photons relative to the laser pulses with an internal
temporal resolution better than 40 ps and an overall instrumental
response function (IRF) whose width was about 0.6 ns.

Acknowledgements

We thank D. Carole for the SiC substrates and C. Belacel,
G. Ledoux, and D. Amans for discussions. This work was
supported by the Programme Avenir Lyon Saint-Étienne (ANR-
11-IDEX-0007) of Université de Lyon, within the program “In-
vestissements d’Avenir” operated by the French National Research
Agency (ANR). Technical support of the Lyon Center for Nano-
Opto Technologies (NanOpTec) is gratefully acknowledged. This
work was performed in the context of the European COST Action
MP1302 Nanospectroscopy.

References

1 J. L. West and N. J. Halas, Annu. Rev. Biomed. Eng., 2003, 5,
285–292.

2 M. De, P. S. Ghosh and V. M. Rotello, Adv. Mater., 2008, 20,
4225–4241.

3 B. Mu, J. Q. Zhang, T. P. McNicholas, N. F. Reuel, S. Kruss and
M. S. Strano, Accounts Chem. Res., 2014, 47, 979–988.

4 A. P. Alivisatos, W. W. Gu and C. Larabell, Annu. Rev. Biomed.

Eng., 2005, 7, 55–76.

5 I. L. Medintz, H. T. Uyeda, E. R. Goldman and H. Mattoussi,
Nat. Mater., 2005, 4, 435–446.

6 R. C. Somers, M. G. Bawendi and D. G. Nocera, Chem. Soc.

Rev., 2007, 36, 579–591.

1–9 | 7

Page 7 of 9 Nanoscale

N
an

os
ca

le
A

cc
ep

te
d

M
an

us
cr

ip
t



7 D. A. Wheeler and J. Z. Zhang, Adv. Mater., 2013, 25, 2878–
2896.

8 H. M. Fan, Z. H. Ni, Y. P. Feng, X. F. Fan, J. L. Kuo, Z. X. Shen
and B. S. Zou, Appl. Phys. Lett., 2007, 90, 021921.

9 Z. Li, L. Wang, B. B. Liu, J. H. Wang, B. Liu, Q. J. Li, B. Zou,
T. Cui, Y. Meng, H. K. Mao, Z. X. Liu and J. Liu, Phys. Status

Solidi B-Basic Solid State Phys., 2011, 248, 1149–1153.

10 P. A. S. Jorge, C. Maule, A. J. Silva, R. Benrashid, J. L. Santos
and F. Farahi, Anal. Chim. Acta, 2008, 606, 223–229.

11 E. Betzig, G. H. Patterson, R. Sougrat, O. W. Lindwasser,
S. Olenych, J. S. Bonifacino, M. W. Davidson, J. Lippincott-
Schwartz and H. F. Hess, Science, 2006, 313, 1642–1645.

12 J. M. Costa-Fernandez, R. Pereiro and A. Sanz-Medel, Trac-

Trends Anal. Chem., 2006, 25, 207–218.

13 P. Guyot-Sionnest, C. R. Phys., 2008, 9, 777–787.

14 L. Carlini and J. L. Nadeau, Chem. Commun., 2013, 49, 1714–
1716.

15 P. Lunnemann, F. T. Rabouw, R. J. A. van Dijk-Moes, F. Pietra,
D. Vanmaekelbergh and A. F. Koenderink, ACS Nano, 2013, 7,
5984–5992.

16 X. Brokmann, L. Coolen, M. Dahan and J. P. Hermier, Phys.

Rev. Lett., 2004, 93, 107403.

17 S. Buckley, K. Rivoire and J. Vučković, Rep. Prog. Phys., 2012,
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