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A bubble in an advanced growth state inside a microchannel (gray colors) filled with water (bluish colors).  
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In a microfluidic environment, the presence of bubbles is often detrimental to the functionality of the device, leading to clogging

or cavitation, but microbubbles can also be an indispensable asset in other applications such as microstreaming. In either case,

it is crucial to understand and control the growth or shrinkage of these bodies of air, in particular in common soft-lithography

devices based on polydimethylsiloxane (PDMS), which is highly permeable to gases. In this work, we study the gas transport

into and out of a bubble positioned in a microfluidic device, taking into account the direct gas exchange through PDMS as well as

the transport of gas through the liquid in the device. Hydrostatic pressure regulation allows for the quantitative control of growth,

shrinkage, or the attainment of a stable equilibrium bubble size. We find that the vapor pressure of the liquid plays an important

role for the balance of gas transport, accounting for variability in experimental conditions and suggesting additional means of

bubble size control in applications.

1 Introduction

Bubbles are ubiquitous in our everyday life,1 in arts,2 in en-

gineering,3 and also in microfluidics. Uncontrolled growing

bubbles in small devices can fatally disrupt many processes

in microfluidics: for example, Shin et al.4 performed Poly-

merase Chain Reactions (PCR) in a microfluidic device and

found that the main reason for failure was the formation and

growth of bubbles, which they managed to control by coating

the surface of their device with substances of low permeability

to avoid bubble formation.5 However, in other systems such as

carbonated drinks or beer, growing bubbles are desired and un-

derstanding their formation and growth is crucial to optimize

foam formation, taste and texture.1,6,7 In other applications,

the presence of bubbles is necessary, but their growth (or dis-

solution) must be under control. That is crucial in micro fuel

cells, in which CO2 bubbles are usually generated and need

to be dissolved in the surrounding water solution; the pres-

ence of other gas species in the liquid can be detrimental to

this process, stabilizing the bubbles and preventing their total

dissolution.8,9

Other applications require bubbles of specific size at known

positions. This is the case in acoustic streaming driven by

oscillating microbubbles:10–12 A sessile bubble is stabilized

in a blind channel or micro-pit and actuated through a piezo

transducer to induce bubble oscillations that generate a steady

streaming flow in the liquid. Control of the bubble size and
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shape is important in order to retain constant flow condi-

tions and a constant bubble response to the chosen driving

frequency. On silicon substrates, the bubble is controlled

by simply oversaturating the liquid solution.13,14 The bubble

then grows due to oversaturation until the pressure differences

are equilibrated by surface tension, as mandated by Young-

Laplace equation. If the system is closed and there are no

changes in pressure, concentration or temperature, the bubble

should remain stable at a constant radius. Unfortunately that is

not the case when working in systems based on polydimethyl-

siloxane (PDMS): PDMS is by far the most commonly used

material for microfluidic applications due to its biocompat-

ibility, ease of fabrication and low price.15 But it is also a

porous medium permeable to gas (and to some degree to liq-

uid).16 The porosity of PDMS has been used as an advantage

for promoting fluid motion due to the evaporation through the

pore network17 or to supply oxygen to cells in PDMS-based

bioreactors.18 However, controlling the growth of bubbles be-

comes a more complex task. To our knowledge, no strategies

have been proposed explicitly in the literature for the control

of bubbles in PDMS-based microfluidic devices.

In this paper, we study the stability of sessile microbubbles

trapped in blind channels of PDMS devices under different

conditions and propose methods based on the control of the

hydrostatic pressure inside the device which are easy to im-

plement in any system. Our conclusions are particularly use-

ful for microfluidic applications, which require control of the

gas transfer both through a gas-liquid interface as well as a

gas-solid interface.

1–7 | 1

Page 2 of 8Lab on a Chip

La
b

on
a

C
hi

p
A

cc
ep

te
d

M
an

us
cr

ip
t



Page 3 of 8 Lab on a Chip

La
b

on
a

C
hi

p
A

cc
ep

te
d

M
an

us
cr

ip
t



Page 4 of 8Lab on a Chip

La
b

on
a

C
hi

p
A

cc
ep

te
d

M
an

us
cr

ip
t



∆p [mbar]
-100 -50 0 50 100

Q
to
t[
p
l/
s]

0

5

10

15

20

glycerol

water

degassed water

Fig. 4 Bubble growth rate Qtot for glycerol, air-saturated water

and degassed water as a function ∆p.

most flat shape at phyd = 0. Therefore, the plateau’s width is

well approximated by the value of the Young-Laplace pressure

of a a = W/2 semi-cylindrical bubble, 2γl/W = 2520 Pa.

Note that at phyd = 0 (hl = 0) the bubble shrinks slowly since

the bubble is not completely flat and the air partial pressure

difference ∆pair is positive and equal to the Young-Laplace

pressure. Beyond this point, both hydrostatic and Young-

Laplace pressure have the same sign and they contribute to

increase the bubble’s air pressure. Air is then forced through

the system and the bubble shrinks into the pit (Qtot < 0),

eventually vanishing completely after sufficient time.

3.2 Experiments using Water

Since most applications use aqueous solutions, two more sets

of experiments were performed using air-saturated and de-

gassed water as working liquids. In this case, neither gas dif-

fusion nor evaporation can be neglected. Since the diffusivity

of vapor in air is three decades larger than that of air in water

(Dw
air = 2 · 10−9 m2/s and Dair

vapor = 0.282 · 10−4 m2/s), we

can safely assume that evaporation is much faster than air dif-

fusion and the bubble is always saturated with vapor. This is

indeed the most important difference from the case of glyc-

erol, given that the vapor pressure of glycerol under atmo-

spheric conditions is negligible for our experiments. There-

fore, in experiments with volatile liquids, the bubble pressure

depends also on the liquid’s vapor pressure.

The results are plotted in Fig. 4 as a function of ∆p =
phyd+pYL for Qtot > 0 only. Note that ∆p is constant for sta-

ble bubbles (see Eq. (1)) so that the plateau present in Fig. 3b

is now absent in this representation. In Fig. 4 we can see that

all experiments have a similar linear dependence with the hy-
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Fig. 5 Resistance to gas flow Rtot = ∆pair/Qtot as a function of

the bubble area in the experiments with glycerol, air-saturated water

and degassed water (symbols). The solid lines are theoretical results

from the model developed in the main text. The dashed line is a

power-law fit to the data corresponding to the equation:

Rtot = K/Aγ
tot

, with γ = 0.66 and

K = 1.17 · 1013 Pa · s/m3−2γ . The data points correspond to all

measured stages in the growing process for all given hydrostatic

pressures (see Fig. 3 a).

drostatic pressure, differing only in their horizontal position in

the plot – the experiments with water show growth rates that

are displaced to higher pressures, independent of the liquid’s

gas content. We will show below that such a displacement can

be explained by taking into account the liquid vapor pressure.

4 Discussion

The most relevant difference between experiments with wa-

ter and glycerol is the significantly higher, and temperature

dependent vapor pressure of the former in comparison to the

latter. Consequently, the gas inside the bubble (as well as the

air surrounding the set-up) contains a certain amount of vapor,

and the air partial pressure difference can be rewritten as

∆pair = pairbub − pair0 = phyd + pYL − (pvbub − pv0) (2)

with pvbub and pv0 the vapor pressures in the bubble and sur-

rounding atmosphere, respectively. Thus, the growth curve for

water in Fig. 4 should be shifted with respect to that for glyc-

erol by the difference in vapor pressures ∆pv. At small Qtot,

we read off a pressure difference of circa 4600 Pa, which is in-

deed in agreement with ∆pv: Experiments were performed at

20◦C room temperature and 20% humidity, while in the bub-

ble we expect to have 100% humidity as well as an elevated

4 | 1–7
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temperature due to the focused halogen lighting. Assuming

a temperature of 33◦C inside the bubble, the vapor pressure

difference ∆pv takes the value observed in Fig. 4.

These considerations allow for a prediction of the required

hydrodynamic pressure for stabilization of a bubble, given

the environmental conditions. Note that degassing of the wa-

ter makes hardly any difference, because the relatively small

volume of water in the microchannel is surrounded by gas-

permeable PDMS, so that it quickly re-equilibrates (saturates

with air). This can be estimated by the time it takes for gas to

diffuse through the liquid layer of depth D (and thus establish

quasi-static equilibrium) as τD ∼ D2/Dw
air ≈ 5 s. Therefore

we assume that water within the PDMS device gets quickly

saturated with air, regardless of its initial state; the detailed

time scale depends on the size of the PDMS layer and on the

room humidity. These arguments lead us to the conclusion that

the rate-limiting step in the growth process is the transport of

air from the bubble through the PDMS layer.

The air exchange at the rate Qtot is driven by ∆pair, the dif-

ference between the air partial pressure inside the bubble pairbub

and the atmospheric air partial pressure pair0 ; this exchange is

slow and should follow a Darcy-like law,22 such that:

Qtot = ∆pair/Rtot, (3)

where Rtot represents the resistance encountered by the air

as it is transported through the PMDS and the liquid layer.

The value of Rtot depends on the geometry of the system and

on a non-trivial combination of the permeabilities of PDMS

and liquid to air. In the particular case of glycerol, given its

negligible vapor pressure,23 we can safely assume that pbub =
pairbub (see Eq. (1)).

Beyond predicting stable bubbles, it is also valuable to de-

scribe the time scales of gas exchange for growing and shrink-

ing bubbles, i.e., to quantify the resistance Rtot in (3) as a

function of the bubble size and/or shape, which is itself time-

dependent. The total gas flow rate Qtot is the sum of the flow

rate of gas leaving the bubble directly through the PDMS, Qs,

and that of gas transported through the channel liquid (and

from there through further PDMS layers surrounding the chan-

nel), Ql. The two contributions are governed by different ge-

ometries: the contact surfaces of gas with PDMS consists of

the side channel surface and, if the bubble has grown beyond

the side channel, the four contact areas with the main chan-

nel walls. By contrast, the gas/liquid interface is either flat

or semicylindrical – i.e., most of the solid angle of gas ex-

change is effected through the solid. This fact, as well as the

dimensions of the bubble being at least one order of magnitude

smaller than the dimensions of the surrounding PDMS walls,

and the good agreement of bubble volume change with the

radial-symmetry law V ∝ t3/2 (see log-log plot in the insert

of Fig. 3a and supplementary data), suggests describing a bub-

ble surrounded by the liquid layer towards the main channel

and the PDMS substrate on all other sides, as a compact gas

pocket that possesses an effective radial extent rs (the position

where the boundary conditions between bubble and PDMS are

applied when the gas exchange is modeled as radially symmet-

ric). Focusing on the case where the bubble is semi-cylindrical

of radius a, and assuming that the concentration profile of gas

in the liquid is quasi-stationary in the cylindrical symmetry

of this problem, closed solutions are available for the diffu-

sion equation.24 Combined with a boundary condition given

by Henry’s law at the gas-liquid interface, it is easy to derive

the following formula for this portion of the transport:

Rs = ∆pair/Qs = (ΩsKsrs)
−1

(4)

where the constant Ks = κ/µ, with µ the viscosity of air

and κ the permeability of PDMS. Values for Ks are directly

available in the literature, but vary according to the precise

composition and cross-linking of the PDMS. We use the val-

ues of de Jong et al.18 for the permeabilities for N2 and O2,

weighted by their relative fractions, to obtain an effective

value of Ks ≈ 350 barrer = 2.6× 10−15 m2/(Pa s). The radial

scale rs is determined by the surface area As = Ωsr
2
s of the

bubble-PDMS interface, if this transport affects a solid angle

Ωs.

The transport of gas through the liquid is governed by the

flux through the bubble surface. Focusing on the case where

the bubble is semi-cylindrical of radius a, and assuming that

the concentration profile of gas in the liquid is quasi-stationary

in the cylindrical symmetry of this problem (cf.25), it is easy to

derive the following formula for this portion of the transport:

Rl = ∆pair/Ql = − ln(a/rint) (πKlD)
−1

. (5)

Here, rint is the typical distance from the bubble center to

the liquid/PDMS interface (so we set rint = H), while the

diffusive gas transport is governed by the constant Kl =
vmD

w
airkH, where vm is the ideal gas molar volume, Dw

air

was given above and kH ≈ 7.9 × 10−4 mol m−3 Pa−1 is

the Henry’s law constant. For the system air/water, D0 ≈

2 × 10−9 m2s−1 and kH ≈ 8.5 × 10−6 mol m−3 Pa−1. For

the system air/glycerol we estimated a value of Kl at least one

order of magnitude smaller than that of air/water based on the

values found in the literature26,27 (see also the calculations in

the supplementary material).

Combining (4) and (5) yields a prediction for the depen-

dence of the total transport resistance Rtot = ∆pair/Qtot on

the bubble radius a. Assuming that Ωs = 2π (partitioning the

transport into half-spaces of solid and liquid transport), we can

rewrite this relation in terms of Atot = Al +As, where

Al = πaD (6)

and

As = 2πr2s = πa2 + 2aD+ 2(D +W)L . (7)
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