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ABSTRACT 

Transduction of mechanical forces and chemical signals affect every cell in the human body.
 

Fluid flow in systems such as the lymphatic or circulatory systems modulates not only cell 

morphology, but also gene expression patterns, extracellular matrix protein secretion and 

cell-cell and cell-matrix adhesions. Similar to the role of mechanical forces in adaptation of 

tissues, shear fluid flow orchestrates collective behaviours of adherent cells found at the 

interface between tissues and their fluidic environments. These behaviours range from 

alignment of endothelial cells in the direction of flow to stem cell lineage commitment. 

Therefore, it is important to characterize quantitatively fluid interface-dependent cell activity. 

Common macro-scale techniques, such as the parallel plate flow chamber and vertical-step 

flow methods that apply fluid-induced stress on adherent cells, offer standardization, 

repeatability and ease of operation.  However, in order to achieve improved control over a 

cell’s microenvironment, additional microscale-based techniques are needed. The use of 

microfluidics for this has been recognized, but its true potential has emerged only recently 

with the advent of hybrid systems, offering increased throughput, multicellular interactions, 

substrate functionalization on 3D geometries, and simultaneous control over chemical and 

mechanical stimulation. In this review, we discuss recent advances in microfluidic flow 

systems for adherent cells and elaborate on their suitability to mimic physiologic 

micromechanical environments subjected to fluid flow. We describe device design 

considerations in light of ongoing discoveries in mechanobiology and point to future trends 

of this promising technology.  

 

Keywords: Microfluidics; Mechanobiology; Adherent cells; Shear flow; Cell signalling  
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INTRODUCTION 

Recent advances in cell mechanobiology demonstrated the remarkable capacity of stem and 

terminally differentiated cells, to sense, respond, and adjust to rapid changes in their 

microenvironment, collectively referred to as mechanoadaptation.
1-6

 It was demonstrated that 

mechanoadaptation regulates cell decision events, such as cell growth and proliferation,
7, 8

 

apoptosis,
9
 differentiation,

10-13
 and shape modulation.

14, 15
. 

Moreover, its respective regulation and dysregulation are tightly coupled to tissue health and 

disease states. For example, vascular endothelial cells (ECs), which form an intraluminal 

monolayer at blood and lymphatic vessels and act as a first line of defence for the blood-brain 

barrier integrity, respond to both strain and haemodynamic shear stresses. Under normal 

physiological conditions ECs regulate vasodilation,
16

 blood anticoagulation
17

 and 

angiogenesis.
18

 Under conditions of reduced flow, the EC monolayer shows increased 

permeability, allowing low-density lipoprotein (LDL) to cross the endothelial barrier, trigger 

a biochemical cell-signalling cascade, and leads to the formation of atheroma, which is a 

precursor of atherosclerosis. As indeed verified, atheroma plucks are preferentially found 

close to vascular branches and curvatures where flow disturbance and irregular shear 

distribution occur.
19-21

  

Flow-induced mechanotransduction also relates to cancer progression and metastasis.
22, 23

 

Under normal conditions, venous pressure induces plasma leakage through a capillary wall 

and subsequent uptake by the draining lymph nodes.
24, 25

 This homeostasis is disrupted in 

cancer.
26

 Rapid tumour angiogenesis is characterized by aberrant and leaky vasculature,
27, 28

 

and with dysfunctional lymphatic vessels
29

  and stromal cell remodelling at the tumour 
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periphery
30, 31

 results in the accumulation of high tumour interstitial fluid pressure. Cells in 

the tumour vicinity respond to this elevated interstitial pressure by  initiating phenotypic 

changes, secretion of pro-invasive cytokines, and extracellular matrix remodelling, all of 

which promote cancer metastasis.
32

  

Despite the importance of mechanotransduction and mechanoadaptation processes in normal 

and patho- physiology, observation of physiological flows in situ is impractical. Tunable flow 

perfusion systems
33

 and rapid prototyped tissue templates,
13

 in combination with novel 

technological platforms to engineer emergent behavior such as self-assembly of tissue 

templates by patterning of cell adhesion molecules,
34

 have enabled unprecedented control 

over the mechanical and chemical environment of cells. Recent advances in microfluidic 

technologies created powerful tools for biologists to study cellular behaviours from single- to 

multi-cellular organism level with improved throughput and resolution, leading to new 

questions and new discoveries.
35-38

 The high-throughput testing and amendable design of 

microfluidic systems would allow efficient assessment of various regulative mechanisms 

through precise control of physical and biochemical ques at cellular and sub-cellular level.  

Here we review recent advances in the development of micro-flow systems for studying 

behavior of adherent cells under flow. We elaborate on their suitability to generate an in 

vivo–like micromechanical environment for investigation of cellular mechanotransduction 

and mechanoadaptation. Under physiological conditions, cells modulate their behavior in 

response to their prevailing mechanochemical environment, which encompasses not only 

flow amplitude but also its spatial and temporal variation. In this context, it is rarely noted but 

should be underscored that exposure of cells to fluid flow induces both shear as well as 
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normal (compressive and/or tensile) stresses at cell surfaces.
10 

Furthermore, the presence of 

cells themselves alters flow through fluidic devices.
34, 39

 Nonetheless, it is imperative to 

understand the mechanical and chemical ques applied by fluidic devices while measuring 

cellular mechanical, mechanotransductive, and mechanoadaptive responses. Here we describe 

basic design considerations, in relation to pumping method, chip design, cell type used, flow 

validation and mechanotransduction mechanism. Major cellular structures involved in 

mechanosensing are also discussed briefly. Other reviews cover related topics, such as 

mechanobiology and microfabrication,
40-42

 pumps for microfluidic cell culture,
43

 technical 

design practices for microfluidic perfusion cultures,
44

 and macro and micro flow systems for 

studying the effect of shear stress on the endothelial cells.
45

 

 

TEMPORAL CONTROL OF FLOW PATTERN 

Under physiological conditions, cells display cell-specific preferential activity based on the 

applied flow pattern, such as the stress amplitude and type, temporal flow variation, as well 

as flow directionality and its spatial variation across a cell’s surface. To mimic those 

conditions in vitro an appropriate pumping method needs to be selected to offer the highest 

degree of control while maintaining operation simplicity. 

Pumping methods are broadly grouped into active and passive pumping. Active pumping 

which is normally controlled by the user, has moving parts, and provides defined control over 

flow conditions, while passive pumping maintains the flow without external intervention and 

requires less equipment for implementation; however, they are less robust than active ones
46

. 

Two common example of active pumping are syringe
47

 and peristaltic pumps
48

, which are 
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widely used for a variety of cell culture applications. Syringe pumps typically use a piston to 

push liquids out of a syringe with a defined volume, while peristaltic pumps displace the 

liquid by compressing and relaxing a flexible hose that is positioned between a rotating 

device and circular pump housing. Two other common active pumps are on-chip peristaltic 

pumps, operated by inflating control channels incorporated above the flow channel
49-51

 and 

centrifugal pumping which rely on centrifugal body forces.
52, 53

 Electroosmotic pumps 

operate by ionized liquid under an applied external electric field.
54

 Passive pumping methods 

include gravity-driven flow which is based on reservoir height difference
55

 and osmosis-

driven flow and surface tension-driven flow which rely on osmolarity difference and 

interfacial surface energy minimization, respectively.
56, 57

 

A detailed review that compares common pumping methods in microfluidic systems is given 

by Byun and his colleagues.
43

 While it summarizes the technical aspects of each method, 

elaboration of their respective suitability for perfusion cell cultures is helpful in the context of 

advancing the field of microfluidics. For example, pumps based on the surface-tension driven 

flow,
57

 although simple to set up, are not well adjusted for long-term cell culture and do not 

provide adequate control over the flow rate. Pumps based on electro-osmotic flow
58

 have the 

advantage of on-chip integration and a small footprint. However, the applied electric field 

required for their operation could interfere with cell functionality. In addition, the flow 

depends on the polar characteristics of the medium, and its flow profile deviates from the 

typical parabolic velocity distribution.
59

 Osmosis-driven flow has the advantage of passive 

pumping but is limited to low flow rates
56

 and potential adverse effects of osmotic gradients 

on cellular behaviour. For these reasons, the majority of works on adherent cells under flow 
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rely on one of the pumping methods described in Table 1, the simplest of which is gravity-

induced flow. Sellgren et al. demonstrated a biomimetic model of the human airway using 

epithelial cells, lung fibroblasts, and endothelial cells using the height difference method.
60

 

This approach was also used to investigated the role of neuroprotective glial cells and a 

multiple sclerosis drug on the Aβ toxicity of primary central nervous system cells.
61

 The 

passive nature of this system eliminates the requirement for active pumping and any moving 

part during operation. Its drawbacks are reduced flow control, a bulky apparatus, and the 

inability to create pulsatile or bidirectional flow.   

Improved control over flow regimes without a substantial increase in complexity is achieved 

by active pumping. The majority of works use active mechanical pumps, such as a syringe or 

peristaltic pumps.
62-66

 In spite of their ease of operation and good adjustment to long-term 

cell cultures, their limitations are the use of large residual volume and the difficulty to 

perform multiplexing without adding separate fluid control modules. On-chip miniaturized 

peristaltic pumps can overcome this by introducing pneumatically driven control channels.
49, 

67
 Using this method, Chen and colleagues

68
 reported a microcirculatory pulsatile version of a 

chamber heart in a continuous culture with a small working volume of ~2-3 µl. The on-chip 

peristaltic pump was designed to induce flow circulation in order to mimic the phases of a 

heart cycle and demonstrated the importance of pulsatile flow on arterial endothelial cells. 

Another method to control flow is by using centrifugal forces.
69, 70

 Using this approach Ren 

and colleagues were able to reduce Pichia pastoris culturing time from 8-12 h down to 2 h.
71

 

Although limited by flow directionality and the ability to easily visualize cultured cells, it 
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supports the use of low reagent volumes, the ability to perform multiplexing, and can 

potentially be interfaced with existing desktop DVD technology.
72

  

 

Table 1 Common characteristics of flow control methods. 

 

SPATIAL CONTROL OF FLOW PATTERN  

In conjunction with the selection of an appropriate pumping method to mimic a physiological 

flow regime, geometric and other chamber design considerations are important for spatial 

control of flow pattern.
39, 76

 Designs that exploit the tight tolerances and accurate flow control 

of soft lithography are used extensively in research to investigate the effect of flow on cells. 

 Method 
Open 

system 

Physics of 

driving 

force 

Dead 

volume 

Setup/fabrication 

complexity 

Temporal 

control 

over flow 

rate 

refs 

U
n

id
ir

ec
ti

o
n

a
l 

fl
o
w

 Height 

difference 
yes 

hydrostatic 

pressure 
medium low low 

60, 

61
 

Centrifugal no 

centrifugal 

force, 

Coriolis 

force, 

Euler 

force 

low high medium 

69, 

71, 

73
 

B
id

ir
ec

ti
o
n

a
l 

a
n

d
 p

u
ls

a
ti

le
 

fl
o
w

 

External 

mechanical 

pump (syringe 

/ peristaltic) 

no 
hydrostatic 

pressure 
high low medium 

64, 

74
 

62, 

63, 

75
 

On-chip 

peristaltic 

pump 

no 
hydrostatic 

pressure 
low high high 

68
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One of the simplest examples is a straight microchannel with a rectangular cross-section, 

driven under continuous flow. Such simple geometry was used to investigate the effects of 

hydrodynamic conditions on biofilm growth,
77

 and the osteoblast response to fluid flow.
78

 

Song and colleagues combined the microchannel with microscale particle image velocimetry 

for in-situ spatiotemporal mapping of flow fields around mesenchymal stem cells and 

discovered that the presence of cells as well as their seeding density significantly influences 

local flow fields.
79

 This simple channel configuration was also recently used to characterize 

receptor–ligand adhesive interactions of P- and L-selectin.
80

 

In order to achieve variable flow conditions, an additional degree of control must be 

incorporated into the device design. For example, local increased shear stress can be 

introduced at the vicinity of corners, restrictions, and pillars. Due to their ability to mimic 

physiological conditions of spatially localized shear they are routinely used to explore the 

role of fluid flow on platelet aggregation.
81-83

 Recent work that implemented these geometries 

with pulsatile flow found that clot height significantly increased as a result of a small 

reduction in trans-thrombus pressure drop.
66

 Garza-García and colleagues cultured Chinese 

hamster ovary (CHO) cells in curved channels and demonstrated an increase of monoclonal 

antibody production by three orders of magnitude.
84

  

Multichannel configuration is needed in order to perform multiplexing,
61, 85, 86

 as shown in 

Fig. 1 (A). In this design, channels with different hydrodynamic resistances
87

 or a single 

channel with a variable cross section
88

 (see Fig. 1 (B)) is used to rapidly scan the effect of 

shear stress level on cells, typically under continuous flow. Rotenberg and co-workers 

adopted this configuration for design of a novel 3D perfusion bioreactor to investigate the 
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effect of different shear levels on human umbilical vein endothelial cells (HUVEC) in 

alginate-made scaffolds and demonstrated the influence of flow levels on ICAM1 and eNOS 

expression as well as cell sprouting.
64

 Chau et al. designed a multishear microdevice to study 

effect of 10 different shear stress values on HUVEC cells and found that shear stress above 5 

dyn/cm
2 

resulted in increased secretion of von Willebrand factor.
74

 Variable flow channel 

dimensions were also used to investigate the effect of shear stress on osteoblast proliferation, 

differentiation and expression of Runx2.
89

 

A correlation between HUVEC cells apoptosis, glucose levels, and shear flow was 

determined based on a novel device that combines channel connectivity and fluorescence 

resonance energy transfer (FRET) biosensor.
65

 Modifying the shear stress within a single 

channel was also demonstrated by Rossi and co-workers
88

 using tapered geometry with a 

channel cross-section that increases linearly along the flow axis. They reconstructed the 

topography and shear stress distribution over the surface of single endothelial cells and 

correlated it to the expression of the shear-responsive gene KLF2. Wang et al. cultured 

endothelial cells in a single channel with stepwise increasing widths and reported the 

upregulating of the tetrapeptide AcSDKP and the effect of the CA-4 drug on cytoskeleton 

remodelling.
90
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Figure 1. Typical microfluidic flow system configurations. Blue arrows indicate flow direction in 

“Device Structure” column. (A) Multichannel configuration used for high-throughput drug screening 

on different populations of primary central nervous system (CNS) cells under physiological fluidic 

shear conditions (adapted from ref. 61). (B) Shear stress modulation based on difference in channel 

hydrodynamic resistance used to investigate secretion level of von-Willebrand factor (vWF) by 

human umbilical vein endothelial cells (HUVEC)  (reproduced from ref. 74). (C) Combined flow and 

strain applied to cell-seeded porous membrane to mimic the human intestine (reproduced from ref. 

91). On the basis of this concept, many organ-on-a-chip devices have been developed to study the 

physiological function of different organs such as blood vessels, lung, liver and kidney. (D) 3D 

microfluidic systems designed to control microenvironmental factors (e.g., cell-cell interaction, 3D 

ECM-like microenvironment) and perform live cell imaging while exploring the relationship between 

tumor cell intravasation and endothelial permeability in the context of cytokine induced endothelial 

cell activation and paracrine signaling loops (reprinted with permission from ref. 92). 

Combining fluid flow with an additional stimulus (mechanical
93-95

 and
39

/or chemical
96, 97

) 

provides another strategy to rapidly assess cell responses. For example, in the case of 
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mechanical stimuli, as depicted in Fig. 1 (C), Huh et al. cultured small airway epithelial cells 

in an air–liquid two-phase microfluidic device that models lung injury and found that 

propagation and rupture of liquid plugs lead to significant injury of small airway epithelial 

cells by generating fluid mechanical stresses.
98

 Maeda and colleagues designed a 

microgroove structure that mimics collagen fibres and simultaneously applies cyclic tensile 

strain and fluid shear stress to tenocytes.
99

 In another interesting study, Hegde et al. 

investigated the effect of flow-induced shear on a hepatocytes monolayer grown in collagen. 

The use of a porous membrane to separate the flow layer from the cell layer improved 

mechanical stimuli, leading to a connected cellular network associated with higher secretion 

of urea and albumin. The authors also demonstrated that improved cell performance is linked 

to collagen secretion.
100

 An integrated microdevice incorporating micropost array, 

microcontact printing and flow was used to characterize a single cell’s contractile forces.
63

  

Combining flow and strain using deformable membranes helps model the epithelium found in 

organs, such as lungs, blood, and lymphatic vessels. For example, a biomimetic flow system 

composed of two channels, separated by a porous membrane under cyclic strain was used to 

mimic the human gut on a chip.
91

 Human intestinal epithelial cells were cultured on the 

membrane and subjected to low shear stress (0.02 dyne/cm
2
). Under these conditions, a 

columnar epithelium formed, polarized, and grew into intestinal villi-like folds that displayed 

a high integrity barrier to small molecules compared with static cultures. Sinha et al. used 

deformable membranes to combine strain and flow in order to scan multiple strain-shear flow 

amplitude combinations using a multi-unit chamber chip.
101

 For this, they used a stretchable 

membrane sandwiched between a strain-modulating circular array of increasing diameter on 
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one side and an array of tapered flow chambers to modulate the flow-induced shear on the 

other.  

Introducing biochemical stimulation together with flow offers a new opportunity to 

investigate cellular chemotaxis and directed migration occurring at a blood vessel interface in 

a more controlled environment. For this, a micro-device was designed composed of a static 

gel plug seeded on both sides by two different cell monolayers and infused by transverse flow 

and a chemical gradient to mimic interstitial flow in 3D
92

 (Fig. 1 (D)). This unique design 

successfully addressed basic questions related to the effect of interstitial flow on cell 

chemotaxis and activation in the case of cancer metastasis.
102, 103

 Using a similar microfluidic 

system it was demonstrated that ECs sprouting is governed by interstitial flow in a RhoA-

dependent manner
62

 and is attenuated by shear stress in a nitric oxide-dependent manner.
104

 

Interestingly, it was found that interstitial flow promotes capillary morphogenesis with 

localization patterns of VE-cadherin and increased FAK phosphorylation when flow is 

applied along a cell’s basal-to-apical direction, but it displays no such behaviour for flow 

applied along a cell’s apical-to-basal direction.
105

 Biochemical stimuli were also recently 

reported by Kalashnikov and colleagues to accelerate antibiotic susceptibility testing of 

staphylococcus aureus.
75

  

To summarize, various approaches have emerged to manipulate flow-induced stresses while 

modulating the geometrical configuration of the cultured cells’ microenvironment. Single 

flow channels are used to characterize the influence of surface affinity
80

 and topology 

modulation
63, 106

 on cellular responses. This configuration requires minute amounts of 

reagents for operation, promotes faster cell confluency and can be used as an intermediate 
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step towards a more complicated biochip design. However, to increase experimental 

efficiency, rapid and parallel screening of multiple parameters are needed, which require 

more sophisticated platforms. Multi-shear devices, as depicted in Fig. 1(B), can apply 

multiple shear stress levels simultaneously on a single chip. One major challenge for 

successful operation of this configuration is uniform plating of cells across the various 

chambers. Another limitation is perturbation of flow in adjacent channels due to flow 

disturbance in other channels caused by clogging or bubble formation, which can be reduced 

using tapered geometry
88, 107

. Flow over a flexible (and/or permeable) membrane,
108

 as 

illustrated in Fig. 1(C), is also widely used for applying mutli-directional shear stress on 

cultured cells
60, 100, 109

 with more sophisticated emerging capabilities of simultaneously 

applying mechanical, electrical, and biochemical stimulation.
110

 Main advantages of such 

systems are the control over a cell’s physical microenvironment by independent modulation 

of its temporal strain and flow-induced shear as well as the ability to position cells in a 3D 

architecture that mimic cell-cell interaction commonly found in the native environment.
94

 On 

the basis of this concept, many organ-on-a-chip devices have been developed to study the 

physiological function of different organs such as lung
111

, bone marrow
110

 and gut 
91

 just to 

name a few. However, complex procedures for their assembly and operation limit their 

widespread usage in other laboratories. The configuration described in Fig. 3D mimics 

multicellular flow models with considerable operational simplicity at the expense of reduced 

temporal flow control. Due to its 3D configuration one of its main challenges is the accurate 

quantification of shear forces at the sub-cellular level using high resolution imaging, such as 

time-lapse confocal microscopy.
10, 62, 112
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While innovative microfluidic systems will continue to be developed, we envision that hybrid 

systems which combine advantages of existing technologies will emerge. This will enable 

real-time mapping of cellular responses to the mechanical stimulus such as the stress and 

strain levels, and their temporal pattern together with biochemical and electrical 

stimulations.
87, 93, 102, 113, 114

 Fig. 2 shows few microfluidic flow systems that have been 

developed to investigate the biological responses of cells and tissues to various mechanical 

stimuli. Fig. 2(A) demonstrates the combination of micro-patterned substrates with 

microfluidic flow systems that could enable independent controls and modulations of fluid 

shear and substrate rigidity for analysis of morphological changes at the single-cell level.
63

 

Fig. 2(B) and Fig. 2(C) present biomimetic flow systems to model the airway
60

 and cardiac 

tissue
68

, respectively. The former design combines a complex 3D architecture and multi-

cellular culture for mimicking of the human airway mucosal microarchitecture using all 

primary cells, while the latter incorporated an on-chip micropump to generate a cardiac-like 

flow in a continuous culture system for in-vitro study of vascular hemodynamics and 

endothelial cell responses. Fig. 2(D) showcases a unique methodology to investigate cancer 

cell mechanics by characterizing a single cell’s response to flow acceleration.
115
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Figure 2. Selected microfluidic systems demonstrating control over temporal flow pattern, 

geometrical configuration, and sub-cellular microenvironment. (A) Fibronectin patterned micropost 

array to investigate morphological changes of HUVEC at the single-cell level (adapted and 

reproduced from ref. 63). (B) A biomimetic multicellular model of the human airways using tri-

culture primary cells (adapted and reproduced from ref. 60). (C) Cardiac-like flow generator for long-

term endothelial cell culture (adapted and reproduced from ref. 68). (D) Cancer cells under flow 

acceleration in a bio-functionalized microchannel (adapted and reproduced from ref. 115). 

 

 

VERIFICATION OF FLOW REGIMES AND INDUCED SHEAR 

The most critical parameter to consider when designing a microfluidic flow chamber is the 

magnitude of shear stress applied on the cultured cells which can be approximated based on 

the inlet flow rate, channel geometry and fluid viscosity.
44

 In practice flow irregularities can 

potentially affect this value due to multiple factors such as cell sedimentation in the vicinity 

of the device inlet, micro-fabrication defects and the presence of micro-sensors incorporated 

into the devices flow channel.
87

 Flow variations at the sub-cellular scale,
116

 which also 
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depend on the seeded cell densities
79

, should also be carefully considered, as well as the fact 

that idealized shear stress is an approximation. The majority of microflow devices use PDMS 

elastomer which does not swell in water
117

 but does deforms under pressure.
118

 Gervais and 

colleagues have demonstrated that channel deformation is an important consideration that 

affects flow, especially in low aspect ratio channels with changes occurring along the stream-

wise axis.
119

 Mechanical compliance of PDMS also contributes to syringe-pump driven 

pressure fluctuations in microchannels, which was characterized by Zeng et al.
120

  

The permeability of PDMS to gases often leads to air bubble formation
121

. The presence of a 

single bubble can increases the wall shear stress in a liquid-perfused microchannel by over 

one order of magnitude and should therefore be avoided. Air bubbles can be actively 

removed
122, 123

 or minimized.
39, 76, 95, 124

 In other cases, the velocity flow field is difficult to 

calculate due to flow acceleration around edges and close to the microchannel 

interconnections. For this, the Navier-Stokes equations are solved using computational fluid 

dynamics for the velocity field distribution which is then used to derive the wall shear 

stress.
66, 84, 106

  Ideally, these simulations should be verified by measuring the flow velocity 

field based on microparticle displacement. The most widely used method is micro-scale 

Particle Image Velocimetry (µ-PIV).
68, 99, 125

 In this method tracer micro-scale particles in the 

flow are recorded at two instants of time and from the change of the particle distribution over 

time, the flow motion is determined.
126

 At sub-cellular scale µ-PIV is limited by the smaller 

field of view and the image acquisition rate. A complementary method to overcome this 

quantifies the point displacements of microbeads coated with a protein that targets the 

glycoproteins on the cell membrane
10

. Using point measurement and assuming a Poiseuille 
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flow, Booth and colleagues demonstrated novel flow validation at specific point by on-chip 

integration of a micro-flow sensor array.
87

  

 

SHEAR FLOW AND CELL MECHANOTRANSDUCTION  

Shear stress in a flow results from intermolecular friction forces between two liquid layers 

slipping over each other. In Poiseuille flow, the velocity field is derived by solving the 

Navier-Stokes equations for the case of steady incompressible laminar flow while assuming 

constant pressure gradient along an axisymmetric pipe axis and using a no-slip condition at 

the wall surface (see Fig. 3(C)). In this configuration, the shear stress is maximal at the wall 

interface where cells are typically cultured. Alternatively, rectangular, rather than circular 

cross section are commonly used to estimate shear stress on adherent cells in microfluidic 

devices at the cell-liquid interface
109, 115, 127

. Nevertheless, these computed values should be 

regarded as an approximation only. In practice, a cell’s surface is neither smooth nor uniform 

(Fig. 3). Within its lipid membrane are incorporate membrane-bound as well as 

transmembrane proteins that form complex structures such as protrusions (cilia), pocket-like 

invaginations (caveolae), selective pores (ion channels) and long-chain molecules 

(proteoglycans and glycoseaminoglycans). Their role in flow-induced stress is well 

recognized
128-131

 but the precise elucidation of each mechanism is challenging due to their 

sub-micrometer scale. Below, we briefly describe key cellular structures involved in 

mechanosensing. Due to the large body of literature on ECs and their ubiquitous role in flow-

induced mechanosensing they are used here as a model.  
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Ion channels 

The ion channels are categorized as the fastest transducers of mechanical stress in cells. 

These channels are embedded in the plasma membrane of cells and are therefore sensitive to 

both cellular-scale and tissue-scale stresses. It has been determined that several flow-

responsive ion channels are involved in sensing shear stress flow. The serial event of 

activation begins with the inward rectifying K
+ 

channels and outward rectifying Cl
- 
channels. 

The K
+ 

flux initiates the Ca
2+ 

entry into the cells, which activates two shear stress-dependent 

ion channels, P2X purinoceptors and transient receptor potential channels. Na
+ 

channels have 

also been involved in shear stress sensing and were detected in mammalian endothelial cells. 

Na
+ 

influx was found to inhibit shear-induced modulation by ERK1/2 activation. 

Caveolae 

Caveolae in endothelial cells act with ion channels, calcium signalling, and ATP (adenosine 

triphosphate) synthase  and have been observed to induce calcium response initiation at the 

caveolae sites. This makes the caveolae sites a potential candidate for shear stress sensing.  

G-protein coupled receptors 

G-protein coupled receptors (GPCR) are involved in mechanotransduction of shear stress. 

These receptors are ligand-independent and are activated by inflammatory mediator 

bradykinin B2 through a conformational change. In the absence of their receptor, purified 

GPCR are activated via shear stress, indicating that their activation can also occur in a shear-

stress independent manner. 
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Tyrosine kinase 

Similar to GPCR, shear stress can also activate tyrosine kinase receptors (VEGFR2, TIE2) 

independent of their ligand and through phosphorylation.
132-134

 The phosphorylation of 

VEGFR2 can also occur through the shear stress-induced ATP release from the caveolae and 

lipid raft-bound ATP synthase.
135

 Activation of tyrosine kinase initiates several signalling 

pathways in cells such as erk, c-Jun N-terminal kinase (JNK), PI3 kinase, and AKT1.  

 

 

Figure 3. Cell mechanosensing model approaches at the micro- and nano-scale. (A) A simplified 
engineering model where a cell is composed of a spatially uniform isotropic material subject to a 
stress distribution dictated by forces applied at its boundaries. Shear and tensile stresses within the 
cell body vary continuously between any two given points. (B) A simplified biological model in 
which a cell interacts with its surroundings by binding to surrounding cells, ECM, and signaling 
molecules which, in turn, triggers intracellular biochemical pathways (C) A mechanosensing 
approach, where a cell internalizes both mechanical and biochemical signals. Forces are applied at 
discrete local points and are transmitted through the cell body along cytoskeletal m3icrostructures. 
Cell’s shape and its physical characteristics vary over time based on the applied force pattern. (d) 
Schematic representation of selected membrane-bound nanoscale structures involved in intracellular 
mechanical signaling. 
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SENSING OF THE SHEAR STRESS BY CELLS 

Cell adhesion molecules 

A variety of adhesion molecules have been associated with shear stress sensing. It has been 

found that integrins are activated by shear stress, and this activation affects the intracellular 

Ras-ERK signalling pathway.
136, 137

 It is also found that integrins transmit shear stress signals 

to the cytoskeleton.
138, 139

 The Ras-ERK signalling pathway is also activated through shear 

stress –induced phosphorylation of the platelet EC adhesion molecule (PECAM-1), located at 

the cell junctions.
140

 

Glycocalyx 

Glycocalyx is a network of transmembrane proteins that protrude into the arterial lumen and 

are coiled under a no flow condition. Increased flow unfolds glycocalyx along the flow 

direction, mediates conformational changes of the protein, and increases Na
+ 

ion binding sites 

that initiate signalling pathways.
141, 142

 It has also been postulated that glycocalyx may 

transmit shear stress through its core protein glypican to the caveolae,
143

 where 

phosphorylation of eNOS takes place through the Src pathway.
144

 

Primary Cilia 

It is believed that bending the cilia at the surface of ECs increases the permeability of the ion 

channels, which leads to the flux of the Ca
2+ 

and calcium-induced signal transduction.
145

 The 

clycoproteins Polycystin-1 and -2, which are localized on the primary cilia of the endothelial 

cells, are involved in shear stress sensing in both mouse and human, which subsequently 

activates calcium-dependent pathways.
146, 147
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Intracellular response to shear stress 

Shear stress activates a number of intracellular biochemical pathways, such as focal adhesion 

kinase (FAK), Rho family GTPases, PI3-kinase, mitogen-activated protein kinases (MAPKs), 

protein kinase C (PKC), and nuclear factor-κB (NF-κB).
148-153

 Shear stress alters the 

expression of more than 3,000 genes in endothelial cells. Generally, shear stress induces the 

expression of genes that impact growth factors, adhesion molecules, vasoactive substances, 

endogenous antioxidants, coagulation factors, and chemoattractants. mRNA transcription of a 

variety of growth factors, such as platelet-derived growth factors-A and –B, basic fibroblast 

growth factors, heparin-binding epidermal growth factor-like growth factor and transforming 

growth factor-β, increases in ECs in response to shear stress. Conversely, it is shown that the 

gene expression of adhesion molecules such as vascular adhesion molecule-1 (VCAM-1) is 

decreased in response to steady shear stress, leading to the decrease in leukocyte adhesion to 

the vascular wall. An increase in the production of vasodilator nitric oxide (NO) and 

prostacyclin has been observed after the exposure of endothelial cells to steady shear stress. 

Antithrombotic proteins, such as tissue plasminogen activator, thrombomodulin, and 

cyclooxygenase-2 are also upregulated in response to shear stress as well as the expressions 

of superoxide dismutase (SOD) genes. This leads to an increase in the capacity to mitigate 

reactive oxygen species. 

CELL TYPE AND SHEAR FLOW PATTERN 

Spatial and temporal flow velocity field distributions in organs vary due to difference in 

cavity dimensions, driving pressure generating the flow, and the surrounding tissue’s 
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mechanical compliance. This results in distinct flow patterns, which, together with the native 

cell responses, regulate both single and multicellular processes, such as angiogenesis,
154-156

 

lymph transport and function,
157, 158

 and stem cell differentiation (Fig. 4).
159, 160

 Microfluidic 

devices therefore aim to emulate flow condition for each cell type, yet retain as many general 

features of native tissue. Cell types cultured in microflow devices include endothelial cells, 

stem cells, fibroblasts, osteoblasts, smooth muscle cells, hepatocytes, cancer cells, neuronal 

cells and bacteria. Table 2 classifies these works based on the cell-type and flow pattern. 

 

Figure 4. Characteristic magnitudes and time domains of mechanical signals applied in studies of 

multipotent cell differentiation. Reproduced with permission from Ref.39, 76  

 

Due to their high sensitivity to flow as well as the large body of literature, the majority of 

works use endothelial cells, specifically human umbilical vein endothelial cells (HUVEC).
161, 

162
 The shear stress amplitude used for ECs were typically in the range of tens of dyn/cm

2
 to 

match physiological conditions, but amplitudes of up to 130 dyn/cm
2
 were also reported.

74
 

The lowest shear stress in Table 2 was continuous flow applied on osteoprogenitor cells 
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(15×10
3
 -4.1×10

3
 dyn/cm

2
) and was highest in pulsatile flow on fibroblasts (up to 1.6×10

3
 

dyn/cm
2
). Applied flow duration typically ranges between a few hours to four days but was 

also applied for up to 14 days
61

 or more.
163

  

Table 2 Cell types used for flow in microdevices, sorted by cell type and flow pattern. 

 Cell type 

Shear stress 

range 

[dyn/cm
2
] 

Applied flow 

duration 
refs 

C
o
n

ti
n

u
o
u

s 

Endothelial cells 0-20 2 h - 5 days 

60, 62-64, 90, 104, 

106, 109, 164-167
 

 

Stem cells 0-26 6h - 3 days 
94, 168

 

Fibroblasts, 

osteoprogenitor 

cells, smooth muscle 

cells 

0-20 up to 48 h 
69, 89, 93

 

Cancer cells 0.25-3 Up to 7 days 
80, 103, 169

 

Neuronal, 

hepatocytes, 

tenocytes 

- 1h – 14 days 
61, 99, 100

 

Bacterial 20-60 1 h, 24h 
71, 75

 

P
u

ls
a
ti

le
 Endothelial cells 15-30 12 h – 6 days 

65, 85, 87, 105, 125
 

68, 88
 

Cancer cells 0.3-7 5 – 30 days 
114, 163

 

Fibroblasts, 

osteoblasts 
1-1600,0-20 30 min, 8 h 

78, 116
 

P
u

ls
ed

 

Epithelial cells 0.02-100 7 days 
91, 98

 

Stem cells (see also 

recent compilation 

of all stem cell 

studies to date, 

Fig.4
13

) 

- 6 days 
86

 

M
o
n

o
to

n
ic

a
ll

y
 

in
cr

ea
si

n
g

 

Bacterial 30-90 80 h 
77

 

Prostate and breast 

cancer cell lines 
- 15 min 

115
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CELL CHARACTERIZATION TECHNIQUES 

Characterizing cell response in microfluidic systems is challenging due to limited access to 

the cultured cells for staining and lysis as well as further complexity when probing 3D 

configurations using more involved imaging and analysis techniques. A variety of methods 

are available to monitor both real-time and end-point cell activity under flow. The majority of 

the works rely on either simple phase-contrast imaging,
86, 170

 or fluorescent tagging followed 

by fluorescent
66

 or confocal
77

 microscopy. Phase contrast microscopy is extensively used to 

characterize cell-scale response by tracking a cell’s deformation
87, 115, 164

, surface area,
84, 115

 

orientation angle,
87, 109, 116, 164

 adhesion,
80, 116, 163

 migration
93

 and proliferation.
68

 It provides a 

simple, non-invasive optical characterization but offers limited information about the 

underlying mechanisms involved. More details can be obtained by immunostaining
105, 106

 

which identifies the involvement and localization of specific mechanosensitive elements such 

as VE-Cadherin and Actin.
109, 125

 Another important tool, albeit less frequently used in micro-

flow devices, is nucleic acid quantification
169

. It quantifies gene expression at specific time 

point. Nevertheless, due to cell averaging over the harvested cells, it is limited to 

quantification of single experimental conditions. Both nucleic acid analysis and 

immunostaining of intracellular proteins sacrifice the cells and therefore cannot provide real-

time data. Due to these limitations, complementary methods are used to probe real-time cell 

activity in micro-flow systems. These include biomolecules uptake and secretion,
84, 100, 125

 

live cell labelling,
114, 171, 172

 trans-endothelial electrical resistance assay (TEER),
87, 173

 cell 

transfection
65, 164

 and cell permeability assays.
87, 114

 Multichannel analysis that tracks a cell’s 
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morphology, subcellular microstructures and cell functionality simultaneously with high 

temporal resolution is therefore desirable. 

CONCLUSIONS AND FUTURE DIRECTIONS 

The identification of flow as a key cellular mechanoregulator has increased the demand for 

state-of-the-art micro-flow systems that accurately mimic the physicochemical conditions 

found in a cell’s native microenvironment. In this review, we presented the recent progress in 

microfluidic flow systems for this purpose. We discussed device design considerations, 

typical cell systems used, and sub-cellular mechanosensing mechanisms.  

In spite of considerable progress in the field, there are several unmet challenges, one of which 

is the need to establish a reliable knowledge base that correlates flow velocity amplitude and 

its temporal pattern to cell activated signalling pathways and activity. Detailed mechanical 

mapping of this type is highly complicated due to the multiple factors involved, such as cell 

type used, cellular heterogeneity, chemical cues introduced, and a cell’s state. Nevertheless, 

its realization is becoming a first step towards systematic mechanical cell profiling and the 

emergence of new therapeutic strategies.  

Within this shared effort, microfluidics plays a dominant role due to its superior flow-

handling capabilities, multiplexing, and its capacity to easily integrate novel complementary 

modules to account for various microenvironment cues. Due to the multidimensional space 

that needs to be scanned, complex flow-system design and operation is justified. However, in 

the case of a relatively well-characterized cell response, simplicity and point-of-care 

capabilities are still highly desirable. One of the main barriers towards further chip 
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miniaturization is the inadequacy of pumping techniques. For example, commercial 

peristaltic or syringe pumps are simple to operate and offer good flow control but are bulky, 

and makes their system integration difficult. On-chip peristaltic pumps are more compact, yet 

demand complex operation and fabrication. Centrifugation-based pumping, which relies on 

fluid’s inertial properties, rather than pressure to induce flow, offers the potential to 

overcome these limitations, but is restricted to unidirectional flow. A commercially available, 

miniaturized, ready-to-use pumping module with capability of producing a wide range of 

flow rates and flow patterns could offer significant benefits to meet this need. Once these 

challenges are met, simple portable flow systems may be in high demand due to their 

potential to serve as a new personalized diagnostic tool, especially in cardiovascular-

associated diseases and their early prevention. 

Another issue, which is common to many microfluidic cell culturing systems, is the difficulty 

to access and retrieve cultured cells. In the case of macro-scale flow systems, such as the 

parallel-plate flow chamber, the system can be dismantled to allow access to cultured cells. 

However, in most microfluidic devices, once the cells are introduced into the system, cell 

retrieval for downstream analysis is non-trivial. 

This is important for flow-based devices in order to fully exploit chip multiplexing, since 

biomarkers alone preclude an in-depth cell analysis. Methods that use increased shear flow to 

mechanically detach cells can partially address this problem. However, a more robust 

approach is yet to be demonstrated. 

Page 27 of 35 Lab on a Chip

La
b

on
a

C
hi

p
A

cc
ep

te
d

M
an

us
cr

ip
t



28 
 

In the past, the majority of flow systems were used to test the effect of flow on endothelial 

cells. Recently, with the advent of new discoveries in mechanobiology, there is a growing 

interest in other cell systems as well, such as cancer and stem cells. This should extend to 

include a growing number of cell types. Micro-flow systems are ideally suited for these 

ventures. Mechanobiology is a relatively young research field that continuously improves our 

fundamental understanding of cell biology. New discoveries have the potential to extend 

therapeutic strategies in the case of diseases caused by faulty mechanotransduction pathways. 

Microfluidic flow-based platforms have established themselves as a central player within this 

collective effort and are expected to continue to lead the field to new discoveries and 

innovative applications. 
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