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We developed a simple, Fabry-Perot interferometric technique, which allows for the 

measurement of concentration profiles in situ without any chemical label. The technique is used 

to quickly measure diffusion coefficients. 
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Recent advancements in microfluidic technology have allowed for the generation and control of complex chemical gradients;
however, few general techniques can measure these spatio-temporal concentration profiles without fluorescent labeling. Here we
describe a Fabry-Perot interferometric technique, capable of measuring concentration profiles in situ, without any chemical label,
by tracking Fringes of Equal Chromatic Order (FECO). The technique has a sensitivity of 10−5 RIU, which can be used to track
local solute changes of ∼0.05% (w/w). The technique is spatially resolved (1 µm) and easily measures evolving concentration
fields with ∼20 Hz rate. Here, we demonstrate by measuring the binary diffusion coefficients of various solutes and solvents
(and their concentration-dependence) in both free solution and in polyethylene glycol diacrylate (PEG-DA) hydrogels.

1 Introduction

The field of microfluidics continues to grow as novel microflu-
idic tools are developed, offering solutions to a broad range of
scientific and technical problems and applications. Recent ad-
vances have enabled the rapid generation of complex chemical5

environments, such as well defined gradients (e.g. for fun-
damental chemotaxis studies and high throughput screens of
chemical reaction conditions).1–6 Unfortunately, few general
methods exist to measure the dynamic chemical profiles in situ
in microfluidic devices.10

Many techniques have been developed to generate chemi-
cal gradients on the micro scale. One of the most common
is to generate gradients with repeated T-junctions of misci-
ble fluids.7–9 Although the technique allows for the design of
gradients with various shapes, drawbacks include the need to15

precisely control the pressure of each inlet stream and that the
gradient is developed in laminar flow streams. Recently, new
methods were developed to generate chemical gradients with
diffusive transport, eliminating convection in the region of in-
terest.10–17 The technique entails having a microchip with a20

closed dialysis chamber (CDC), isolated from a source and
sink channel by gel membranes that allow for solute diffu-
sion. CDCs allow both fast chemical switching and rapid
generation of complex chemical gradients due to small length
scales.11–13,17

25

With continued advancements in microfluidic gradient gen-
eration, the need to measure these concentration fields in situ
increases. For example, the dynamics involved in develop-
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ing a chemical gradient in a CDC requires knowledge of the
transport processes involved in the dialysis membranes and in30

the CDC, which will be species specific. A general method
to measure concentration fields in situ would facilitate the
quantification of transport processes in the exact experimen-
tal system. Moreover, many systems of scientific, industrial,
and technological relevance involve time-dependent processes35

in which materials precipitate, crystallize, dissolve, react, or
equilibrate. Such processes, in turn, involve spatio-temporally
evolving concentration fields of solute and solvent. Unfortu-
nately, there is a lack of reliable and general methods to mea-
sure spatial concentration profiles in situ.40

In microfluidic systems, fluorescence microscopy is com-
monly used to measure the spatial concentration profile of
chemicals. Although the technique is quick and easy to set
up, chemicals must be tagged with a fluorophore, potentially
affecting their function and transport properties; moreover,45

photo bleaching can lead to erroneous measurements. Other
techniques have been adapted to microsystems, including Ra-
man spectroscopy,18–20 Fourier transform infrared (FT-IR)
spectroscopy,21 and Coherent Anti-Stokes Raman scattering
(CARS) microscopy,22 allowing for the spatial visualization50

of chemical species without fluorescent labeling. In particular,
Schafer et al have resolved 3D concentration profiles with sub-
µm resolution using CARS microscopy; however, minutes are
required to resolve concentration gradients over ∼ 100 µm.22

On the contrary, Chan et al resolved multiple chemical con-55

centration profiles over multiple millimeters in seconds with
FT-IR spectroscopy; however, the technique only has a lateral
resolution of 40 µm.21

Refractive index measurements provide another strategy to
measure concentration profiles. Various interferometric tech-60
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niques have been adapted to microfluidic systems to precisely
measure the average refractive index of a single (as low as
∼ µm3) point in space, down to 10−4 to 10−7 RIU, including
a mach-zender interferometer,23 a back scattering interferom-
eter,24, a Young interferometer,25 and Fabry-Perot interferom-65

eters.26–28 To our knowledge, only one refractometry method,
consisting of a Fabry-Perot interferometer with a monochro-
mator, is able to resolve spatial refractive index profiles in
a fluidic system.29 This technique is optimized for measure-
ments in nanofluidic channels and not immediately applicable70

to measuring evolving concentration profiles in microfluidic
channels.

Here we demonstrate a Fabry-Perot interferometric sys-
tem designed to measure the local concentration of chemical
species in microchannels with or without flow. Fabrication75

of the Fabry-Perot chip is relatively simple, and the Fringes
of Equal Chromatic Order (FECO) are generated directly on
an inverted microscope and imaged with a spectrometer and
CCD camera, enabling the technique to be easily utilized to
study various transport processes in microfluidic devices. By80

following the displacement of the FECO fringes, we resolve
changes in refractive index down to 2×10−5 RIU. A spatially
resolved spectrometer enables the local refractive index to be
measured with 1 µm resolution. The temporal resolution on
each measurement is ∼ 0.05s and is only limited by the sensi-85

tivity of the camera.
We first describe the fabrication of the interferometer and

the experimental methods used to track the FECO fringes. We
then discuss the spatial and temporal resolution and precision
of the refractrometry method by looking at the concentration90

of chemicals in rectangular channels with homogenous con-
centrations. Lastly, we use the technique to measure the diffu-
sive evolution of chemical gradients in microfluidic channels
to measure binary diffusion coefficients and concentration de-
pendence and to track the evolution of chemical gradients in95

CDCs.

2 Materials and methods

Here we describe the fabrication of the microfluidic interfer-
ometer chip, the acquisition of FECO fringes, and the image
analysis used to determine refractive index as a function of100

space and time.

2.1 Microfluidic chip fabrication

A microfluidic device consisting of a single, 90 µm layer be-
tween semi-reflective glass surfaces was fabricated (Fig. 1).
After drilling inlet holes into one of the glass slides, electron-105

beam evaporation (SEC600, CHA, Industries) was used to de-
posit a 5 nm adhesion layer of TiO2 and 50 nm layer of Ag
onto the glass slides to make them semi reflective. Oxidation

Scotch Tape 

Fig. 1 Diagram of light path in microfluidic, Fabry-Perot
interferometer.

of the silver layer (which can reduce the performance of the
device due to a decrease in finesse) was observed over a few110

days; however, this can be delayed if a longer lifetime is de-
sired by storing devices under vacuum when not in use or by
depositing a protective SiO2 layer.29 Even with oxidation, de-
vices still performed effectively weeks after fabrication.

A laser cutter (Trotec Speedy 100) was used to cut chan-115

nels into the double sided tape (Permanent Double Sided Tape,
Scotch), which was then sandwiched between the two glass
slides by applying pressure. While the laser cutter allows for
any tape design with feature sizes down to 100 µm, smaller
features are possible with standard lithography techniques, if120

necessary. PDMS inlets were then ozone bonded to the top
glass slide to hold inlet and outlet tubing. The device was then
baked at 80◦C for at least 4 hours to strengthen bonding.

2.2 Multiple beam FECO interferometry

FECO interferometry, which is used to simultaneously mea-125

sure film thickness and refractive index in the surface forces
apparatus (SFA), was used to measure spatial refractive index
profiles.30 An inverted microscope was used to focus white
light on the device from above. The semi-reflective surfaces
allow for constructive and deconstructive interference within130

the device, and the transmitted light was focused onto a spec-
trometer slit with a microscope objective (Fig. 1). The spec-
trometer (Shamrock series 300, 600 lines/mm grating) was
connected to the outlet of the microscope and a CCD cam-
era (Andor Luca-R) was used to gather images from the spec-135

trometer (Fig. 2a). The horizontal axis in each image corre-
sponds to the physical dimension in which light is obtained in
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Fig. 2 (a) Image of FECO fringes generated with microfluidic chip (see Fig. 5 for image of microfluidic chip). (b) Light intensity profile
(taken at position shown in (a)) as a function of wavelength demonstrating Gaussian fitting to FECO fringe locations. (c) Wavelength of
FECO fringes from (a) as a function of chromatic order fit to Eqn 2. (d) Shift in FECO fringe location due to diffusion of ethanol from the left
(See Fig. 4 for image of microfluidic chip).

the slit, while the vertical axis corresponds to the wavelength
of diffracted light.

Due to the superposition of light waves which are reflect-140

ing between the two semi-reflective surfaces, the intensity of
transmitted light though the interferometer is dependent on
wavelength and the optical path. The intensity of transmit-
ted light (It ) through a one-layer multiple beam interferometer
can be related to the intensity of normal incident light (I0) via145

the Airy Function31:

It = I0

[
1

1+( 2r
1−r2 )

2 sin2( 2πnd
λ

)

]
(1)

where n is the refractive index of the layer, r the reflection
coefficient of the mirrors, d the distance between the two re-
flective surfaces, and λ the wavelength of the incident light.
Fringes are observed at wavelengths of light which produce a150

maximum in transmitted light:

λ
F
m =

2nd
m

(2)

where m represents the chromatic order of the fringe. The
refractive index can be determined from Eqn. 2 with the dis-
tance between the reflective surfaces and the wavelengths of

two Fringes of Equal Chromatic Order (FECO) with unknown155

successive chromatic orders m and m+1:

n =
( 1

2d

) λ F
m λ F

m+1

λ F
m −λ F

m+1
. (3)

Although the thickness of the microfluidic channel is not
known with high precision, the absolute refractive index can
still be determined with Eqn. 3. The thickness of the chan-
nel can be calculated by calibrating with a liquid of known160

refractive index. Using this method, the error in a refractive
index measurement (δn) scales with the error in the measure-
ment of FECO fringe wavelength (δλ ) with δn

n ∼ ( d
λ
)( δλ

λ
).

Here, the error in measuring the wavelength of a fringe is ap-
proximately limited by the resolution of the spectrometer and165

camera (δλ ∼ 0.05 nm), giving a refractive index precision of
approximately 10−2 RIU .

In order to measure small changes in concentration, a much
greater precision in refractive index is required. Relative shifts
in refractive index over time (t0 to t) can be determined with170

higher precision than the absolute refractive index, by using
Eqn. 2 to track the relative shift of individual fringes:

n(t) = n(t0)
λ F

m (t)
λ F

m (t0)
. (4)
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Here, knowledge of the initial refractive index is required,
but no calibration is needed. With this method, the error in
the measurement of refractive index scales with δn

n ∼ ( δλ

λ
).175

Therefore, the refractive index can be determined with a preci-
sion of approximately 10−4RIU (a subpixel method improves
the precision to 2× 10−5RIU). It is interesting to note that
the thickness of the channel does not affect the precision;
however, there are limitations on channel thickness. A chan-180

nel taller than ∼ 1mm makes it difficult to resolve individual
fringes, while a channel shorter than ∼wavelength of light will
not produce any fringes.

2.3 FECO fringe acquisition

Refractive index profiles were determined using Eqn. 4. The185

initial refractive index of the system was known for each ex-
periment; therefore, only the peak wavelength of a FECO
fringe is required to determine dynamic refractive index pro-
files. Images of the interferometric patterns were acquired at
each time step, and the wavelengths of FECO fringes were190

tracked over time with image analysis.
The wavelength-dependent, transmitted light intensity pro-

file was measured for each horizontal pixel, which corre-
sponds to a specific point in space. A custom-written MAT-
LAB code located the initial location of FECO fringes by find-195

ing the location of local light maxima. Improved resolution for
the FECO fringe locations was then obtained by approximat-
ing the Airy Function (Eqn. 1) as a series of Gaussian peaks
(Fig. 2b). To verify that FECO fringes are being observed,
the wavelengths of the fringes from Fig. 2b are plotted against200

successive chromatic orders (Fig. 2c), and found to agree with
Eqn 2.

After identifying the initial location of the FECO fringes,
the fringes were tracked at each point in space and time. Av-
eraging the relative shift in wavelength of at least 5 fringes, a205

spatio-temporal refractive index profile was calculated by ap-
plying Eqn. 4. Refractive index profiles were then converted
to concentration profiles using previously measured refractive
index data in the CRC Handbook .32 Fig. 2d shows example
FECO fringes shifting due to diffusion of ethanol.210

3 Characterization of technique

We now discuss the precision, accuracy, and resolution of
measuring changes in refractive index. Fundamentally, the
interferometry method is limited by the ability to precisely
detect the position of the FECO fringes. Here, the accuracy215

and precision of the technique is independent of the distance
between the two reflective surfaces as long as the refractive
index is homogenous in the optical path. Although no calibra-
tion is required, the initial refractive index must be known to
determine the refractive index at a later time.220
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Fig. 3 (a) Error in refractive index measurement over 30 frames in a
rectangular channel with water. Data is expressed as the standard
deviation of the average relative fringe shift (averaged over 5
fringes). (Inset) Example drifts in the refractive index measurements
of water due to temperature fluctuations. Colors represent 5
different positions across the channel. (b) Experimental fringe shifts
when switching from water to solute with a defined concentration
compared to theoretical switch predicted with Eqn 4 and refractive
index data.32 Data is expressed as mean ± SD (n = 20 fringes).

The noise associated with a refractive index measurement
is proportional to the relative noise associated in identifying a
fringe wavelength. When imaging with the camera and spec-
trometer grating previously described, each pixel corresponds
to a wavelength of 0.04 nm. A FECO fringe shift of 0.04 nm225

corresponds to a shift of ∼ 10−4 RIU in water. By fitting each
fringe with a Gaussian function and averaging relative shifts
in wavelength over multiple fringes, we obtain sub-pixel res-
olution.
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To estimate the precision of fringe detection, static images230

of pure water were taken. The error in fringe position was de-
termined by finding the standard deviation of the average dif-
ference between each fringe position and the respective mean
fringe position, averaged over 5 fringes. For long exposure
times (> 1s), the refractive index shift precision plateaus at235

1.8×10−5 RIU (Fig. 3a). When the exposure time is reduced,
the signal to noise ratio decreases, decreasing the precision of
the technique (Fig. 3a). However, even with an exposure time
as short as 50 ms, the precision in refractive index remained
less than 10−4 RIU, indicating that transient processes with240

time scales of 50 ms can be tracked.
Small measurement drifts are observed during long experi-

ments (> 10 min). To quantify the drift, the refractive index
of flowing water and stagnant air was measured over a day,
at multiple positions in a microfluidic channel. The measure-245

ment can homogeneously increase or decrease up to ∼ 10−4

RIU/h during the day and night, respectively, throughout the
microfluidic channel (Fig. 3a, inset). These observations sug-
gest that the drift is due to temperature fluctuations leading to
expansion/compression of the whole tape layer. For this pa-250

per, all measurements were taken within 10 min and the drift
was negligible; however, the small drift can be corrected for
by measuring the refractive index of a static solution during
the course of the experiment.

The spatial resolution of the technique depends on the ob-255

jective. With a 4x objective, the pixel size gives a spatial res-
olution of 1.91µm. As with all light microscopy applications,
the spatial resolution is limited by diffraction, placing a limit
of ∼ 1µm on the spatial resolution.

To confirm the accuracy of the technique, fringe positions260

were tracked while changing the refractive index of a solu-
tion in a rectangular channel by switching from pure water
to a homogenous mixture of glycerol or ethanol (Fig. 3b).
The measured refractive index shift agrees with literature for
refractive index shifts greater than that of 0.05%(w/w) glyc-265

erol.32 This is consistent with the previously measured preci-
sion (Fig. 3a). Furthermore, we studied the reproducibility of
the method by measuring the refractive index shift from wa-
ter to glycerol with three repeat trials per microchip on mul-
tiple chips. The error of the measured refractive index shifts270

between trials on one device and between different devices
(2× 10−5 RIU) is the same as the precision of the technique,
indicating excellent reproducibility.

Measurement improvements are possible for both refractive
index and temporal resolution. The location of each FECO275

fringe can be found with higher precision by increasing the
resolution of the spectrometer grating or the camera, allowing
for a smaller shift in the fringe to be measured. The combina-
tion of a faster camera and a brighter light source can improve
the temporal resolution of the technique by lowering the re-280

quired exposure time to detect FECO fringes.
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Fig. 4 (a) Microfluidic channel geometry for diffusivity
measurements. (b) Microscopic image of photopolymerized
PEG-DA gel and region for diffusivity measurements. (c)
Experimentally measured evolution of glycerol diffusive front
compared to numerical diffusion model. (d) Extraction of effective
diffusivity in PEG-DA hydrogels with numerical model.

4 Measurement of binary diffusion coefficients

We now use the interferometer to monitor the diffusive evolu-
tion of chemical gradients. Experimental techniques used to
generate and measure the chemical gradients are discussed. A285

numerical model is then compared to the experimental data to
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Table 1 Literature and experimentally measured binary diffusivity in water D0, concentration dependent factor b (Eqn. 6), and effective
diffusivity parameter k in PEG-DA hydrogels (Eqn. 7).

Literature values Measured values Measured values
Species D0 ×105 / (cm2/s) b / (1/M) D0 ×105 / (cm2/s) b / (1/M) k
Glycerol 0.99 33 0.0833 0.90±0.05 0.26±0.07 0.22±0.03
Ethanol 1.24 34 0.1034 1.21±0.05 0.12±0.02 0.34± 0.02
2-propanol 1.01 35 0.1735 1.04±0.02 0.23±0.02 0.15±0.01
Sucrose 0.52 36,37 0.4036,37 0.52±0.31 2.4±0.5 0.29±0.02
Glucose 0.67 38 0.3638 0.59±0.03 0.8±0.3 0.19±0.02

w = 0-30% (w/w) , T = 298 K w = 0-10% (w/w), T=296 ± 1 K w = 0-30% (w/w), T=296 ± 1 K

extract binary diffusivities in both free solution and PEG-DA
hydrogels.

4.1 Experimental design

A microfluidic chip, allowing for the semi-infinite propagation290

of a diffusive front was fabricated as shown in Fig. 4a. PEG-
DA hydrogels are used to isolate channels with flow from stag-
nant channels.12 The hydrogels allow for the generation of
diffusive chemical gradients, by being permeable to diffusive
transport but impermeable to convection.295

The PEG-DA hydrogels were polymerized in situ using
microscope projection lithography.12 The aqueous precursor
solution consisted of 40% (v/v) PEG-DA-DA 600 (n=400,
Polysciences Inc.) and 5% (v/v) photoinitiator (2-hydroxy-
2methylpropiophenone, Sigma Aldrich), and was exposed300

with 40 mW ultraviolent light through a 500 µm slit with a
10x objective for 500 ms. Here, the width of the PEG-DA hy-
drogels are much wider than those made by Paustian et al.;
however, thinner gels could have been fabricated to allow for
faster diffusive switching.12

305

4.2 Diffusivity measurements in water

To measure binary diffusivities in water, the device was ini-
tially filled completely with water, and flow to the measure-
ment region was stopped with tubing clamps. By changing
inlet tubing, flow to the side channel was switched from water310

to various solutes at 30% (w/w). After performing the chem-
ical switch, interferometry was used to track the evolution of
the chemical gradient (Fig. 4b). Images of the interferome-
try pattern were acquired with 1s exposure time, and FECO
fringe displacements were tracked over time to determine the315

relative shift in refractive index as a function of position. The
refractive index shifts were then converted to concentrations
using Eqn. 4, the known initial concentration, and concentra-
tion versus refractive index data.32

Least squares regression and a numerical diffusion model320

(Eqn. 5) were used to extract diffusivities and their concentra-
tion dependence. A linear relationship between concentration

and diffusivity was assumed based on the solutes and concen-
tration ranges used in the study (Eqn 6).33–38

∂C(x, t)
∂ t

=
∂

∂x

(
D(C(x, t))

∂C(x, t)
∂x

)
(5)

D(C) = D0(1−bC) (6)

One boundary condition was provided by the measured con-325

centration just outside the hydrogel, while the concentration
at the far end remained zero during each experiment. Dilute
diffusivities (D0) were extracted at early times of the chemi-
cal switch at low concentrations, while the concentration de-
pendence on diffusivity (b) was extracted from the entire time330

course of the experiment.

The numerical model, with best fit diffusivity values, shows
strong agreement with the experimentally measured concen-
tration profiles, as seen for ethanol in Fig. 4c. This measure-
ment was repeated at least 5 times, on 2 different microchips,335

for various solutes, and the best fit values are shown in Table 1.
The measured values of the dilute diffusivity agree with pre-
viously published literature values for all solutes.33–38 Mea-
surements of b agree well with literature values for ethanol
and 2-propanol;34,35 however, they are higher than literature340

values for glucose, glycerol, and sucrose.33,36–38 In the liter-
ature, the diffusion coefficients are measured with very small
chemical gradients centered at different concentrations, while
we extract the concentration dependence from a single steep
chemical gradient. We believe the discrepancy for glucose,345

glycerol, and sucrose is due to the difference in measurement
technique; however, this is still under investigation.

Compared to current diffusivity measurement techniques,
our method has many benefits. Small diffusive length scales
enable diffusivities to be measured with less than 5% variabil-350

ity in minutes. In addition, because concentration profiles are
spatially resolved, subtle effects, such as diffusivity changes
with concentration, can be measured with the technique.
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4.3 Transport through the PEG-DA hydrogels

Although the FECO fringes are difficult to resolve within the355

hydrogel, the numerical model can be extended to include
transport through the hydrogels. The effective diffusion co-
efficient in the hydrogel was assumed to be proportional to the
free solution diffusion coefficient (with parameter k), indepen-
dent of concentration:360

Dgel(C) = k×Dsol(C). (7)

Boundary conditions were measured experimentally and
the effective diffusivity in the hydrogel was found with least
squares regression. The free solution diffusivity was taken
from literature reports (Table 1), because concentrations in the
gel were much higher than the concentration range in which365

free solution diffusivities were determined in this study. The
numerical model shows strong agreement with the experimen-
tal data, as shown for ethanol in Fig. 4d. Effective diffusivities
within PEG-DA range from 0.15 to 0.35 times the free solu-
tion diffusivity for the solutes tested (Table 1).370

5 Evolution of a chemical gradient in a CDC

Multiple transport processes contribute to the development of
concentration fields in CDCs. The chemical species must dif-
fuse through both the hydrogels and the CDC to fully develop
a steady state concentration profile. Within the gel, the dif-375

fusive resistance can vary significantly from free solution due
to physical effects, such as size exclusion, or chemical effects,
such as partitioning.39 In addition, the constant diffusion coef-
ficient assumption may fail when working with concentrated
solute mixtures. We now use the technique to measure the380

generation of a chemical gradient in a CDC directly.
The CDC interferometer consists of three channels, which

are connected within a central region, where the CDC is
located (Fig. 5a). Photopolymerized hydrogels form the
CDC (Fig. 5b).12 For all experiments, all three channels385

were initially filled with a homogenous solute mixture, with
a known concentration. After establishing homogenous con-
ditions throughout the device, flow was stopped to the center
CDC channel with external valves. New solute mixtures were
flowed through the exterior channels to generate a chemical390

gradient across the CDC. The chemical switches were per-
formed by manually changing external, inlet tubing.

For the diffusion studies presented here, all three channels
were initially filled with an average solute mixture, and fluids
in the two reservoir channels were replaced with pure water395

and a solution with twice the average concentration, respec-
tively. By initially filling the device with an average solute
mixture, the amount of transverse diffusion into the center
channel is significantly reduced. In addition, the length scale
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Fig. 5 (a) Dimensions of microfluidic chip containing CDC and
PEG-DA hydrogels. (b) Microscopic image of CDC showing
spectrometer slit position. (c) Best fit numerical model using Eqns.
5-7 (lines) agrees with experimental data (shapes).

required for diffusion is halved, reducing the time required to400

reach steady state by 75%.
FECO interferometry was used to track concentration pro-

files within the CDC and in the side control channels. The
spectrometer slit was positioned perpendicular to the PEG-DA
hydrogels in the center of the CDC (Fig. 5b), generating fringe405

patterns similar to those shown in Fig. 2a. An example exper-
iment displaying the measurement of gradient generation is
shown in Fig. 5c. Concentration profiles were not measured
within the PEG-DA hydrogels because FECO fringes are not
easily resolved.410

The 1D diffusion model (Eqns. 5-7) and diffusivity mea-
surements (Table 1) were compared to the measured concen-
tration fields in the CDC. The model accurately predicts the
evolution of the chemical concentration profile, as demon-
strated for glycerol in Fig. 5c. Excellent agreement is also415

observed between the numerical model and experimental data
within the CDC for other glycerol concentrations and for the
other solutes tested (ethanol, isopropanol, glucose, and su-
crose). Based on the diffusivity measurements shown in Ta-
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ble 1, many features of the steady state profile observed in the420

CDC (Fig. 5c) could have been predicted. First, the concen-
tration drop across the hydrogels is three times greater than
the water equivalent due to the lower diffusivity. In addition,
the steady state concentration profile is not completely linear
due to the concentration dependent diffusivity. Notably, the425

concentration in the center of the CDC differs slightly from
the average concentration of the two side channels.

6 Conclusions

We have developed a novel interferometry method to measure
concentration fields in situ in microfluidic devices, without430

any fluorescent labeling. The technique requires very simple
fabrication steps, and it easy to set up using equipment that
is standard in many research laboratories. The refractometry
method has good spatial and temporal resolutions (1 µm and
50 ms, respectively) with a refractive index sensitivity of 10−5

435

RIU. Here, we have used the technique to quickly measure bi-
nary diffusivities with high precision (less than 5 % error), and
extract both the concentration dependence on diffusivity and
effective diffusivity in PEG-DA hydrogels. The technique was
also applied to directly measure the generation of a chemical440

gradient in a CDC.
Although the ability to resolve changes in refractive index

down to 10−5 RIU is not new, as other microfluidic inter-
ferometry geometries have resolved changes down to 10−7

RIU,25 the ability to resolve these changes in both space and445

time makes the technique a useful and novel tool. We antic-
ipate our technique will prove useful for directly measuring
and visualizing spatio-temporal concentration profiles, open-
ing new possibilities for the direct interrogation of materials
and systems as they equilibrate, react, dissolve, or crystallize.450
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