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In supplementary work to the one published earlier1, experiments with SF6, NF3, CF4 and H2 as new 

modifier gases for the matrix studied were performed. Our investigations were continued to improve the 

described analytical method and to achieve additional insights into the mechanism of analyte release. 

Our new survey is split in two parts. At first fluorinating modifier were used to investigate the behaviour 

of a variety of trace elements (Ag, Al, As, Au, Bi, Cd, Co, Cr, Fe, Mg, Mn, Ni, P, Pb, Sb, Se, Si, Sn, Te, 

Ti, Zn and Zr). Most of them (exceptions Au, Se, Te) could be effectively released from the copper 

matrix by thermo-halogenation reactions and by partial sub-sample evaporation. Using SF6 and NF3 as 

modifier gases, low limits of quantification (LOQ) were achieved for the 19 well released trace elements 

(typical ≤ 0.1 mg kg-1). Most elements (exceptions Ag, Mg, Ni) could be calibrated by using aqueous 

calibration solutions without any sample pretreatment. For the trace determination of Se, Te, Au and a 

further analytical method of ETV-ICP OES is described in the second part based on thermo-

hydrogenation reactions by using a hydrogen/argon mixture as modifier gas. The determination of Se and 

Te with very high analytical performance (LOQ < 0.1 mg kg-1) can either be carried out in a second 

analytical step succeeding the halogenation procedure, or the sub-sample is directly treated with H2 

without previous halogenation procedure whereby the sub-sample can either be partially or totally 

evaporated. In this case some other analytes (Ag, Au, As, Bi, Cd, Fe, Mg, Ni, Pb, Sb, Sn, Zn) can 

additionally be quantified simultaneously with Se and Te. 

 

Introduction 

An increasing demand for high-purity copper in various fields is 

dominating the market, especially in microelectronics2 and other 

fields of modern technology3-6. Even low levels of impurities can 

negatively influence its electrical conductivity and many other 

important physical properties. Particularly the importance of traces 

of Se and Te made their determination to the subject of this paper. 

The ability to produce high-purity copper is directly linked to the 

availability of sensitive and efficient analytical methods. Different 

analytical methods were discussed7 and compared8 in the past to 

determine the degree of purity of copper materials including the 

determination of all traces in a primary copper reference material9. 

Direct solid sampling methods for multi-element determination 

In metallurgical production direct and automatable analytical 

methods are preferred. Already in early times the "arc spectral 

analysis" was used for copper trace analysis10-13. The spectral 

analysis of pure copper by globule arc technique was 

summarized by MAASEN14,15. Its performance was further 

developed by different authors11,16,17. TYMCHUK18, 19 reported 

on the enhancement of emission signals by solid halogenating 

substances. Different authors reported on a positive analytical 

effect of using oxidized sub-sample surfaces20,21. The globule 

arc technique combined with modern spectrometers7 is still in 

use. With this technique MAHAR22 et.al. achieved very high 

analytical performance.  

Analytical procedures of copper analysis using spark-OES23 

and X-ray fluorescence spectrometry (XRF)24,25, respectively, 

were standardized as European standards, even though their 

detection power, especially of XRF, is limited. This also applies 

to glow discharge optical emission spectrometry (GD-OES)26, 

but its sensitivity can be improved using the hollow cathode 

effect27. The very sensitive glow discharge mass spectrometry 

(GD-MS)28 can be calibrated by synthetic calibration samples29-

32 but needs a high-cost instrumentation. Nuclear analytical 

methods33 such as instrumental neutron activation analysis 

(INAA) or activation analysis with high-energy photons (PAA) 

as well as XRF with synchrotron radiation (SY-XRF)34 are 

specialized and expensive methods mainly restricted to research 

institutes. Laser ablation inductively coupled plasma mass 

spectrometry (LA-ICP-MS) is gaining importance in the 

metallurgical field 35-39 because of its high sensitivity, but its 

use for routine bulk analysis of pure metals is currently not the 

state of the art because its robustness was not widely 

demonstrated up to now. 

Methods with chemical decomposition of the samples 

The drawbacks of wet-chemical methods are well known (time 

need, risk of losses, contamination, etc.). But the preparation of 

matrix adapted calibration solutions is much easier than the 

production of appropriate solid calibration samples. 

The atomic absorption spectrometry (AAS)40 is of very high 

selectivity and high precision, but a sequential mono-elemental 

method (exception HR-CS AAS). Flame AAS (F-AAS) is very 

Page 1 of 14 Journal of Analytical Atomic Spectrometry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 ARTICLE 

This journal is © The Royal Society of Chemistry 2012 J. Name., 2012, 00, 1-3 | 2  

robust, but matrix separation can be necessary41. Electro-

thermal atomization AAS (ET-AAS) can be used for the trace 

determination in high-purity copper42-44. Inductively coupled 

plasma optical emission spectrometry (ICP OES) and ICP-MS 

are mostly accepted analytical methods for the multielement 

trace determination in solutions of decomposed pure metals. 

ICP OES was used for pure copper45,46 also combined with 

hydride generation technique47. The capability of HR-ICP-MS 

for the multielement trace determination in high purity copper 

was investigated35,36, 48,49 and compared with ICP-MS and ICP 

OES50,51. Extremely accurate results were achieved combining 

isotope dilution technique with ICP-MS (ID ICP-MS)52-54. 

Total reflexion X-ray fluorescence spectrometry (TXRF) was 

used for trace analysis87 of high-purity copper in combination 

with electrolytic removal of the copper matrix.  

Basic consideration of ETV-ICP OES method for copper 

The globule arc technique and the use of halogenating 

substances, lead to our idea to investigate the usability of ETV-

ICP OES for the analysis of pure copper combined with the 

application of halogenating gases. 

Main advantages of ETV-ICP OES compared to the DC arc 

techniques are the superior precision and trueness and that 

chemical modifiers, mostly halocarbons, can be used easily and 

effectively. Additionally the use of autosamplers of ETV 

systems is a very important aspect for routine analysis. In the 

past many different matrices were successfully analyzed by 

ETV-ICP OES, biological samples55,56,88,89, soil, sediments57,90, 

ceramic materials58-63 refractory metals64 and coal91. As shown 

in the first part of our publication to avoid strong matrix load in 

the ICP plasma only a small part of Cu matrix is evaporated 

under the optimized conditions (about 0.1 to 0.4 mg of a 20 mg 

sample). In our first paper we considered effects described in 

literature 20,21,65,66 of  globule arc technique concerning the 

significant and positive influence of oxygen or of an oxide layer 

at the sub-sample surface on the analytical performance. The 

usage of halogenating gases in ETV was described before only 

for other matrices than copper. With our current work an 

improved method was developed based on the first satisfying 

results of our previous investigation1.  

Basic considerations for further developments of our method 

The efficient analytical method developed in our previous work1 

based on the application of CHF3 as modifier gas showed some 

limitations and problems summarized here. With the development of 

the new method it was tried to consider or to overcome them: 

(1) The necessity to apply a "roasting" (surface oxidizing) 

procedure as preliminary sample preparation step to 

guarantee trustable results.  

(2) Not all analytes could be calibrated by using dried 

amounts of calibration solutions, which would be of 

metrological and practical advantage. 

(3) Some elements could not (Se, Te) or not sufficiently (Ag, 

Mg, Ni) be released from the matrix by halogenation 

reactions and could therefore not (or only limited) be 

determined and quantified.  

At first, the modifiers SF6, NF3 and CF4 were used alternatively to 

halocarbons for the first time in ETV-ICP OES. They were studied 

concerning the items (1) and (2). Subsequently, our investigations 

were mainly focussed on item (3). H2 was added in defined 

concentrations to Ar to release Se and Te from the matrix by thermo 

hydride forming. In this frame several other analytes were also 

investigated.  

Experimental 

Instrumentation and Working Parameters 

Instrumentation 

The investigations were performed using an IRIS ADVANTAGE 

ICP-spectrometer (Thermo Fisher Scientific, Waltham, USA) and 

two ARCOS ICP-spectrometers (SPECTRO A. I. GmbH & Co. KG, 

Kleve, Germany), one of them used in radial (SOP) and one in axial 

(EOP) observation of the ICP plasma. The technical parameters of 

the spectrometers allow time-resolved measurements of line 

intensities and of the corresponding background intensities.  

 

 

Fig. 1  Schematic detail drawing of the ETV-furnace in the modified 

design 

For sample introduction electrothermal vaporization units (ETV 

4050 A, Spectral Systems, Fürstenfeldbruck, Germany) were used. 

The set-up of the ETV system in details is shown in Fig. 1 of our 

previous work1. For higher amounts of evaporated copper, especially 

arising with H2 as modifier, the ETV configuration was modifieded 

(see Fig. 1, red marked parts) by shortening the outside part (from 

3.5 mm to 1.5 mm) and by increasing the inner diameter of the 

nozzle (from 2 mm to 3 mm) as well as by reducing the wall 

thickness of the outer graphite tube at the side of the nozzle (from 

1.0 mm to 0.6 mm). The changes led to higher temperatures of the 

graphite tube near the nozzle and thus to higher nozzle temperatures 

at its end mainly caused by radiation transfer (an increase of 200 °C 

- 300 °C was measured at the end of the nozzle). The long-term 

stability of the ETV unit could be increased by twice (up to 60 

measurements) and potential depositions resulting from the matrix or 

from decomposition products (carbon) of the modifier gases dropped 

by more than half. The temperature control of the furnace was 

performed by a built-in optical pyrometer. The flow rates for inner-

gas, bypass-gas and modifier-gas were mass-flow controlled. The 
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ETV system was equipped with a 50-fold auto sampler. The 

synchronization of the ETV system and the spectrometers was 

realized by a software integrated handshake signal. For drying of 

aqueous element solutions a drying device (T/IR 250, Spectral 

Systems, Fürstenfeldbruck, Germany) was used. For all relevant 

technical data see Table 1. 

 

Table 1: Instrumentation and optimized working parameters 

Apparatus Parameter SPECTRO ARCOS IRIS ADVANTAGE 
OES Mounting Paschen Runge Echelle

Focal length / mm 750 381

Grating / grooves mm
-1 2 x 3600. 1 x 1800 60

Wavelength range / nm 130-770 (first order) 175-1000

Detector 32 CCD arrays CID chip 

Number of pixels 32 x 3648 512 x 512

Dispersion / nm pixel
-1 at 200 nm 0.0035 130 to 340 nm 0.0030 

a) radial (SOP)  only axial used

b) axial (EOP)        *)  

ICP ICP Plasma RF-power / W 1500 1150

Coolant gas flow rate / L min
-1 15 14

Auxiliary gas flow rate / L min
-1 1.3 1

Aerosol gas flow rate / L min
-1 0.55 0.52

Inner diameter of alumina injector tube / mm 1.5 1.5

ETV Length of PTFE transport tube / mm ca. 400 ca. 450

Inner diameter of transport tube / mm 4 4

Inner-gas flow rate / L min
-1 0.15 0.14

Bypass gas flow rate / L min
-1 0.4 0.38

Modifier gas flow / mL min
-1

for SF6 1.2 (0.8 - 1.2)
x

1.2 (0.8 - 1.2)
x

for NF3 2.7 (2.5 - 3.0)
x

2.7 (2.5 - 3.0)
x

for CF4 2.4 (not determined)
x

2.4 (not determined)
x

for H2/Ar mixture (0-30vol.% H2) see inner-gas flow rate see inner-gas flow rate

(optimum 28 vol.%) **

Shape of graphite sample boat Modified globule type boat as shown in Figure 2b of our previous work
1

*) Investigations were carried out by using two different ARCOS spectrometers only differing in - a) radial observation (side on plasma SOP) or b) axial

observation (end on plasma EOP); ** relevant only for the second part of this publication;
 
()

x
 determined optimum range

Plasma observation 

 

Table 2: The five different ETV temperature programs used: TP-stand, TP-ramp, TP-plat, TP-part and TP-tot 

step Time / s Temp /°C Time / s Temp / °C Time / s Temp / °C Time / s Temp / °C Time / s Temp / °C

start 0 RT*) 0 RT*) 0 RT*) 0 RT*) 0 RT*)
ramp 1 13 RT→480 15 RT→400 10 RT→650 10 RT→500 10 RT→700
hold 1 12 480 10 400 15 650 10 500 0 700
ramp 2 7 480→1200 rt**) 400→ET**) 3 650→1200 10 500→1200 10 700→1100
hold 2 0 1200 10 ET**) 27 1200 0 1200 0 1100
ramp 3 8 1200→1500 20 cooling 20 cooling 10 1200→1750 10 1100→1600
hold 3 0 1500 0 1750 0 1600
ramp 4 10 1000→1630 2 1750→2250 3 1600→2400
hold 4 0 1630 0 2250 0 2400
ramp 5 20 cooling 4 2250→2300 27 2400→2600
hold 5 0 2300 0 2600
ramp 6 20 cooling 20 cooling

T- program part. evap. T- program tot. evap. 
(TP-stand) (TP-ramp) (TP-plat) (TP-part) (TP-tot)

T-program standard  T- program const. Ramp T- program plateau   

*) RT = room temperature; **) ramp time (rt) and end temperature (ET) depending on experiment (e.g. rt = 140 s and ET = 2300 °C)  

 

Working parameters  

The ETV-ICP OES conditions of the used spectrometers are also 

given in Table 1. The temperature programs used are summarized in 

Table 2. The spectral lines used are specified in according tables and 

figures. The ICP OES parameters used were in accordance with the 

recommendations of the manufacturers for analysis of dry aerosols. 

The sum of inner gas and bypass gas flow-rate corresponded to the 

recommended aerosol-gas flow-rates. 

Chemicals and Materials 

Argon with purity of 4N (SWF, Friedrichshafen, Germany) was used 

as working gas for ETV and ICP. The chemical reaction gases added 

to the inner gas stream of argon as modifier gases were SF6, NF3, 

CF4 (ABCR, Karlsruhe, Germany) and H2 (SWF, Friedrichshafen, 

Germany) with a purity of 4N for H2; for SF6, NF3 and CF4 a purity 

of better 99.5 % was warranted.  

All reagents were of high purity. HNO3 (Merck, Darmstadt, 

Germany) was distilled under sub-boiling conditions in a PFA sub-
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boiling system. Ultrapure water (18.2 MΩ) was obtained from a 

Milli-Q-Plus system (Millipore, Schwalbach, Germany). The 

aqueous stock solutions were prepared from pure metals (Alfa 

Johnson Matthey, Karlsruhe, Germany) or from materials of the 

National Primary Standards for Elemental Analysis certified by 

BAM16. To stabilize the final calibration solutions, 2 mL sub-boiled 

HNO3 per 100 mL were added.  

As pure copper materials six certified reference materials BAM-

M381, BAM-M382, ERM®-EB383, ERM®-EB384, ERM®-EB385, 

and BCR 074 were used. All information and mass fractions of 

impurities of CRMs used are available from their certificates72,73. 

The sub-sample masses of CRMs were chosen in a range of about 

5 mg – 40 mg, according to their analyte mass fractions and 

depending on the analytical technique used.  

Results and Discussion  

General Remarks 

To compare signal intensities of spectral lines between copper 

CRMs and aqueous element solutions the different absolute analyte 

mass of their sub-samples was taken into account via peak area of 

background corrected transient signals (intensities versus time 

curves). These signal intensities are assumed to correspond with the 

release behaviour of the analytes from the copper sub-samples. For 

better visualization in the figures only a representative selection of 

elements is shown. Therefore the number of analytes and their 

selection are different in the different figures.  

The time interval of measuring was determined and, if necessary 

individually fixed for each analyte starting about 1 s before first 

appearance and ending about 1 s after disappearing of spectral line 

intensity of the respective spectral line. Thus the optimum signal to 

background ratios (SBRs) could be achieved.  

All time resolved measurements were calculated using specific 

excel-sheets basing on ASCII raw data recorded by the spectrometer. 

Halogenating modifier gases 

Optimization of the modifier gas flows 

The modifier gas flows were optimized based on experiences1 with 

CCl2F2 and CHF3. Optimization criterion was the dimension of the 

measured net intensities of spectral lines based on measurements in 

an interval of 0.1 – 4.0 mL min-1. For gas flows used in our 

measurements and for determined optimum ranges see Tab. 1. 

 

Modifier gases and oxidation states of sub-sample surfaces 

To investigate the influence of the halogenating modifiers SF6, NF3, 

or CF4 on the determination of impurities in pure copper and on the 

copper matrix itself experiments with and without modifier were 

made. The investigations were carried out using the CRMs ERM®-

EB385 and ERM®-EB384 and additionally dried aqueous element 

solutions. The dynamics of the release (release behaviour) of the 

analytes were characterized by their time resolved analytical signals. 
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Fig. 2  Spectral line intensities of copper using CRM ERM®-EB385 

(20 mg ± 1 mg) with modifier gases SF6 ▬▬, NF3 ▬▬, CF4 ▬▬,  

CF4 sub-sample oxidized (roasted) ▬▬ and without modifier gas 

▬▬; temperature T versus time , according to the 

temperature program "TP-ramp" of Tab. 2, gas flow rates see Tab. 1  

Fig. 2 gives an impression of the different release of copper matrix 

material (ca. 0.2 mg to 0.4 mg) from sub-samples (ca 20 mg). From 

observed release behaviour it can be concluded that SF6 and NF3 are 

decomposed in Ar atmosphere generating reactive fluorine gas 

and/or other reactive decomposition products at much lower 

temperatures than CF4. This holds for CF4 independent from the 

surface state of the sub-samples (unoxidized or oxidized state after 

“roasting” at 400 °C in air for 30 min in a muffle furnace). However 

the signal of the “roasted” sub-sample achieves clearly higher values 

than the one arising from the unprepared sub-sample, whereas a 

comparable significant effect wasn't found for SF6 and NF3. This 

may be a first declaration for different release behaviour of roasted 

and not roasted copper sample using CF4. The differences between 

the copper signals determined for the modifiers SF6 and NF3, 

respectively, could be explained by the different reactivity of sulphur 

and of nitrogen. The very low copper signal using no modifier is a 

clear evidence for the reactivity of the modifiers with the matrix and 

therefore also for most of the analytes having similar chemical 

reactivity with halogens. From this fact the necessity of using the 

modifiers in the analytical process can be concluded. The 

reproducible significant intensity drop-off measured for SF6 and NF3 

between about 1500°C to 1600°C were not a consequence of a 

special boiling behaviour of the sample material but rather of 

chemical reactions between the modifier constituents and the copper 

material depending on the reaction temperature. As observed by 

additional measurements this drop-off is independent of purity grade 

of copper samples. 

In Fig. 3 the release behaviour of 11 analytes as well as of Cu 

measured at sub-samples of the CRM ERM®-EB385 in unoxidized 

state of surface are depicted exemplarily using NF3 as modifier 

gases. 

As shown in Fig. 3 the analytes itself can be divided in three groups 

concerning their release behaviour, using NF3 as modifier (nearly 

same analyte behaviour can be stated for SF6): 
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• First group: As, Bi, P, Sb, Si, Sn, Ti, Zr 

• Second group: Cd, Co, Cr, Mn, Ni 

• Third group:  Al, Fe, Pb, Zn 

• Not assignable:  Ag, Mg  

The release behaviour of analytes using CF4 shows only one group 

like first group of NF3 or SF6 beginning with the appearance of the 

copper signal, with a very narrow temperature range at which the 

signals start or reach their peak maxima. This can be explained by 

the significantly delayed reaction of CF4 with copper, – see Fig. 2. 

a) 

30 40 50 60 70 80 90

Time / s

S
p
e
c
tr
a
l 
L
in
e
 I
n
t.

0

200

400

600

800

1000

1200

1400

1600

1800

2000

T
e
m
p
e
ra
tu
re
 /
 °
C

 

Figs. 3  Spectral line intensities of Al ▬▬, As ▬▬, Cd ▬▬, Co 

▬▬, Cr ▬▬, Fe ▬▬, Ni ▬▬, Pb ▬▬, Sn ▬▬, Ti ▬▬ and 

Zn ▬▬ as well as of Cu ▬▬ using CRM ERM®- EB385 and NF3 

as modifier gase; temperature T versus time , according to 

temperature program "TP-ramp" of Table 2.  

To study the effect of the oxidation step of sub-sample surfaces and 

the possibility to calibrate with solutions, the intensities of 19 

analytes (Ag, Al, As, Bi, Cd, Co, Cr, Fe., Mg, Mn, Ni, P, Pb, Sb, Si, 

Sn, Ti, Zn, Zr) were measured using the three modifiers and 

applying the temperature program "T-stand” (Table 2) to roasted 

(oxidized) and not roasted (unoxidized) sub-samples of CRM 

ERM®-EB385 as well as to dried sub-samples of aqueous element 

solutions. Excluding the analytes Ag, Mg, Ni, Sb which showed 

“critical” results, the results of comparisons of the mean values (n = 

4) of intensities of the remaining 15 analytes can be summarized: 

• SF6 and NF3 used as modifier:  

The expected trueness of results of calibration using aqueous 

solutions will be high, because the relative deviation of compared 

intensities of solid CRM’s and of aqueous sub-samples was < 15% 

and in most cases even < 5 % (up to 73% of all elements). For 

aqueous calibration the quality of results would not (SF6) or not 

essentially (NF3) be improved by a preceding roasting procedure. 

The most important conclusion was that for all analytes trustable 

results are to expect when copper CRMs will be used for calibration 

independent from the oxidation state. This can be concluded, 

because the relative deviation of intensities measured at roasted and 

not roasted sub-samples, respectively, was < 15 rel %, in most cases 

even < 10 % (SF6, 66% of all) or < 5 % (NF3, 73% of all). In other 

words: The oxidation state of the surface of sub-samples has no 

influence of calibration with CRMs. 

• CF4 used as modifier:  

Among the three investigated halogenating modifiers CF4 was the 

least appropriate one, as well in the case of aqueous calibration as of 

calibration based on solid copper CRMs Compared to CHF3 (found 

to be the best modifier in our former publication1), the performance 

of CF4 was worse, accordingly CF4 was not included into all our 

subsequent experiments. 

Temperature program and analyte release 

To find the optimal release of the analytes from the copper sub-

samples the spectral line intensities were determined using 

temperature program TP-plat and TP-ramp to get an overview of the 

release behaviour of Ag, Al, As, Bi, Cd, Co, Cr, Fe, Mg, Mn Ni, P, 

Pb, Sb, Si, Sn, Ti, Zn and Zr and of the copper matrix. For program 

TP-plat the temperature which led to the highest signal intensities 

was determined for each analyte as the plateau temperature of hold 2 

that corresponded with the maximum integrated intensity of the 

transient signals. Steps of 50 °C were used in an interval from 1000 

°C to 1700 °C. For program TP-ramp this temperature was 

determined for each analyte that corresponded with maximum peak 

intensity values of the transient signals considering the second peak 

in cases double peaks were observed. 

A comparison of the boiling points of fluoride compounds as well as 

of the pure elements of all analytes with their observed maximum 

release temperatures led to the following summary of results: 

• Most analytes including Cu (exceptions are Cd, Mg, Zn) 

have boiling points of their fluorides at lower 

temperatures than those of the elements itself. 

• The boiling points of most elements (exceptions are As, 

Bi, Cd, Mg, P, Zn) are higher than the highest heating 

temperature of the optimized temperature program "TP-

stand" (1650 °C).  

• The maximum release temperatures of all analytes with 

boiling points > 1100 °C (≈ melting point of Cu) are 

below their boiling points. 

• The maximum release temperatures of all analytes with 

boiling points < 1100 °C (As, Cd, Mg, P, Zn) are above 

their boiling points. 

The facts can be interpreted as a clear indication that from the 

moment when the matrix liquefies/melts, chemical reactions 

especially halogenation reactions dominate the release behaviour of 

most elements. Based on these results the standard temperature 

program “TP-stand” as depicted in Fig. 4 was developed which can 

be used for both modifiers SF6 and NF3 and which is leading to very 

acceptable analytical results concerning trueness, precision and 

limits of quantification. From Fig. 4 it can be concluded that analytes 

of different release behavior can be released from the samples in a 

way that all analyte signals drop to the baseline before the end of the 

program time. There are differences between the time dependent 

spectral line intensities of the different analytes as also described in 

connection with Fig. 3. Nearly the same release behaviour of 

analytes as shown in Fig. 4 using SF6, was found for NF3. 
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Fig. 4  Spectral line intensities of As ▬▬, Co ▬▬, Cu ▬▬, Fe 

▬▬, Ni ▬▬ and Sn ▬▬, released from sub-samples of copper 

CRM ERM®-EB384 (20 mg ± 1 mg). Modifier gas: SF6, (gas-flow 

rate see Tab 1) and temperature T versus time  using "TP-

stand" of Table 2. 

Calibration  

Working conditions are listed in Tables 1 and 2. The temperature 

program "TP-stand" was used for all following results. Two different 

calibration methods were used and compared, one of them using 

aqueous calibration solutions and the other using reference materials 

with certified mass fractions of analytes. Some examples of these 

investigations are given in Fig. 5 in the form of linear calibration 

functions. 
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Fig. 5  Examples of calibration functions based on different volumes 

of the aqueous calibration solution cuAD556/7 (♦) as well as on 

different sub-sample masses of the copper CRMs BAM-M381 (■), 

BAM-M383 (▲), ERM®-EB384 (●), ERM®-EB385 (■); blank 

(= empty sample boats) (▲); ─── common linear regression line 

The common linear regression lines of different analytes are 

depicted based on measurements of copper CRMs as well as of dried 

aqueous calibration solutions. As a result of statistical tests74,75, the 

statistical equivalence of both calibration methods could be stated 

for the elements Al, As, Bi, Cd, Co, Cr, Fe, Mn, P, Pb, Sb, Si, Sn, Ti, 

Zn and Zr. This was an evidence of the high trueness of results 

which can be achieved for these elements using a calibration with 

aqueous sub-samples. For Ag, Mg and Ni the calibration functions 

differed significantly. However, for these analytes a calibration with 

matrix reference materials led to results of very satisfying trueness 

and reproducibility. 

The coefficients of determination (R2) based on the linear calibration 

functions were calculated for all investigated elements, except Ag. 

For NF3 as well as SF6 15 of 18 analytes have R2 values higher than 

0.99 with the exception of Cd, Sb and Ti (for NF3) and of Mg. Ni 

and Zr (for SF6), though these outlying values were only slightly 

smaller than 0.99. This result was assessed as an indication of a 

sufficient grade of linearity of the calibration functions and of a 

satisfying statistical compatibility of the calibration points derived 

from different sources of calibration materials namely from different 

CRMs as well as from an aqueous calibration solution. Exceptions 

from the statistical homogeneity of results of different calibration 

modes were the results of analytes Mg and Ni for which satisfying 

calibration could only be achieved based on calibration with copper 

CRMs. 

Limits of quantification (LOQs) 

Table 3: LOQs for sub-sample mass of 20 mg determined for SF6 

and NF3 as modifier gases using different spectrometers and 

observation conditions of ICP (see Table 1) ; “—” = not measured; 

“- -“ = contaminated blank samples 

device Arcos SOP Arcos Arcos SOP device IRIS Adv. IRIS Adv.

Modifier SF6 SF6  NF3 Modifier SF6  NF3

Plasma radial axial radial Plasma axial axial

Element mg kg
-1

mg kg
-1

mg kg
-1 Element mg kg

-1
mg kg

-1

Ag 338.2 0.29 0.08 0.10 — — —
Al 308.2 0.07 0.15 0.09 Al 237.3 0.05 0.21
As 189.0 0.07 0.05 0.08 As189.0 0.03 0.03
Bi 190.2 0.24 0.13 0.36 Bi 190.2 0.03 0.05
Cd 226.5 0.03 0.04 0.03 Cd 226.5 0.01 0.01
Co 230.7 0.05 0.07 0.01 Co 230.7 0.02 0.01
Cr 267.7 0.04 0.04 0.01 Cr 266.6 0.02 0.03
Fe 241.3 0.08 0.13 0.07 Fe 233.2 0.36 0.07
Mg 279.0 0.10 0.09 0.12 Mg202.5 0.44 0.29
Mn 293.3 0.16 - - 0.06 Mn191.5 0.04 0.06
Ni 231.6 0.11 0.14 0.09 Ni 232.0 0.26 0.31
  P 178.2 0.38 — 0.46 P  178.2 0.11 0.13
Pb 168.2 0.12 0.04 0.14 Pb 261.4 0.11 0.06
Sb 206.8 0.53 0.13 0.35 Sb 206.8 0.16 0.07

  Si 288.1* 0.08 — 0.21   Si 288.1* — —
Sn 189.9 0.05 0.04 0.07 Sn 189.9 - - 0.02
Ti 316.2 0.02 0.06 0.07 Ti 252.5 0.14 0.04
Zn 334.5 0.57 0.41 0.43 Zn 206.2 0.03 0.02
Zr 273.4 0.06 — 0.02 — — —

Limit of quantification (LOQ) calculated by 9s-crit.

*(Si signals were not calculateded in most cases because of high memory values in the 

entire systems used coming from matrices of  type SiX analysed routinely before)   

The limits of quantification (LOQs) listed in Table 3 were calculated 

by the 9s-criterion76 using the standard deviations obtained with 

purified copper blank samples (10 replicate measurements) and 

using the slopes of the linear calibration functions. Taking into 

account that results of Table 3 were coming from different 
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spectrometer types, different wavelengths and/or types of plasma 

observation, differences of a factor of up to 3 (and even of a factor of 

up to 5 for LOQs < 0.1 mg kg-1) should be considered as not 

significant. Taking these facts into account, the following 

conclusions were drawn: 

• All determined LOQ values are in the sub-mg kg-1 region, 

independent of spectrometer type and kind of plasma 

observation.  

• In case of SF6 two different kinds of plasma observation 

were compared. Only for Ag, Bi, Pb, Sb a significant 

increase of sensitivity could be found for axial viewing. 

• A relatively high number of different LOQ’s were found 

when in case of SF6 results were compared coming from 

different types of spectrometers (Arcos, Iris) both using 

axial plasma observation.  

It can be concluded for most analytes that very similar LOQs were 

achieved independent from the modifier used (SF6 or NF3) if the 

same kind of instrumentation was used for measurement. 

 

Trueness of results  

The analytical results for CRM ERM®-EB384 obtained using the 

optimized method and two different calibration strategies are shown 

in Table 4 (NF3 and SF6 as modifiers). The comparison of the 

measured values with the certified values was based on calculated 

“RD” values being absolute values of relative differences between 

both corresponding mass fractions and expressed in rel % . These 

relative differences of certified and measured mass fractions (RD 

values) are a measure of the quality of the recovery rate of the 

measurements. They were marked grey when they exceeded the 

tolerable value of 15 rel %. As it can be seen from the tables, the 

optimized method allows a trustable calibration for all investigated 

elements using copper CRMs for calibration insofar as this value of 

15 rel %. was only slightly exceeded in one case (for Ni with SF6 

modifier). This result is in very good agreement with the results 

concerning our investigations of the influence of the surface 

oxidation state of the samples using SF6 or NF3. The results of both 

investigations confirm the conclusion that the calibration with 

copper CRMs will lead to trustable results of high trueness.  

 

Table 4: Analytical results of CRM ERM®-EB384 using NF3 and SF6 as modifier and calibrations based on dried aliquots of the aqueous 

calibration solution as well as on copper CRMs BAM M381, ERM®-EB383 and ERM®-EB385. m = mean, s = standard deviation (n=5), 

RSD = relative standard deviation, Spectrometer used: Iris advantage (axial observation).  

 

sample

cert. val. U (k=2) m s RSD RD m s RSD RD m s RSD RD m s RSD RD

/mg kg
-1

/mg kg
-1

/mg kg
-1

/mg kg
-1 /rel% /rel% /mg kg

-1
/mg kg

-1 /rel% /rel% /mg kg
-1

/mg kg
-1 /rel% /rel% /mg kg

-1
/mg kg

-1 /rel% /rel%

Al 257.5 13.0 ± 0,8 13.1 0.3 2.4 0.4 12.7 0.3 2.1 2.2 12.7 0.3 2.1 2.1 12.7 0.3 2.1 2.7

As 189.0 5.0 ± 0,4 5.0 0.1 1.6 0.3 5.7 0.1 1.7 13.8 5.6 0.4 7.7 11.7 5.6 0.0 0.5 11.1

Bi 190.2 3.34 ± 0,22 3.32 0.24 7.1 0.5 3.58 0.07 2.0 7.3 3.31 0.05 1.6 0.8 3.19 0.03 0.9 4.5

Cd 226.5 3.95 ± 0,09 4.77 0.09 1.9 20.7 4.01 0.09 2.2 1.4 4.22 0.09 2.1 6.7 4.02 0.11 2.6 1.7

Co 228.6 3.88 ± 0,16 3.49 0.05 1.5 10.2 3.83 0.06 1.6 1.4 3.34 0.12 3.6 13.8 4.01 0.15 3.6 3.3

Cr 206.1 6.53 ± 0,21 6.10 0.14 2.3 6.6 6.57 0.15 2.3 0.6 6.55 0.15 2.3 0.3 6.31 0.19 3.0 3.4

Fe 216.6 32.8 ± 1,9 34.3 0.1 0.4 4.5 31.8 0.1 0.4 3.1 29.4 0.4 1.3 10.5 32.7 0.4 1.3 0.4

Mg 202.5 14.6 ± 0,5 9.8 0.5 5.3 32.7 15.2 0.8 4.9 3.8 7.4 0.6 7.4 49.4 16.8 2.6 15.4 15.0

Mn 191.5 6.88 ± 0,15 7.18 0.12 1.7 4.3 7.01 0.12 1.8 1.8 6.85 0.17 2.4 0.5 6.84 0.17 2.5 0.6

Ni 232.0 5.7 ± 0,4 3.8 0.3 7.4 33.3 6.0 0.5 8.8 5.3 3.1 0.8 25.2 45.1 4.8 1.3 27.9 15.6

P  185.9 0.4 0.1 14.1 ─ 0.2 0.0 12.6 ─ 0.7 0.1 21.4 ─ 0.5 0.1 19.3 ─

Pb 261.4 5.7 ± 0,5 6.2 0.1 0.9 7.8 5.7 0.1 1.1 0.4 5.4 0.1 2.6 5.6 6.2 0.2 2.8 8.9

Sb 206.8 12.0 ± 0,4 17.6 0.4 2.0 46.7 12.2 0.2 2.0 1.9 19.1 1.4 7.1 59.1 12.9 0.6 4.8 7.5

Sn 189.9 (10.2 ± 0,9) 10.8 0.1 1.3 6.0 9.9 0.2 1.6 3.1 10.2 0.3 3.3 0.1 10.3 0.3 3.2 1.4

Ti 190.8 (2.1 ± 0,23) 2.2 0.3 13.0 5.8 1.9 0.1 5.2 11.4 2.1 0.1 2.4 0.4 1.9 0.0 2.3 8.0

Zn 206.2 (12.7 ± 2,1) 13.2 0.3 2.1 4.2 13.7 0.2 1.4 8.1 13.4 0.7 5.2 5.2 13.0 0.8 6.3 2.5

Zr 257.1 3.7 0.1 3.0 ─ 4.1 0.4 9.0 ─ 3.1 0.3 8.0 ─ 2.7 0.2 8.0 ─

Cu CRMs dried aqueous calibration solution Cu CRMs

          ▬ = not certified; () = indicative values in the CRM certificate, m = mean integrated net intensity values of 5 parallel measurements, s = standard deviation                                             

based on the 5 parallel measurements.

Element  λ 

/ nm

calibration  using NF3-Modifier

(< 9)

─

certified values 

of ERM
®

-EB384 
ERM

®
-

EB384

calibration  using SF6-Modifier

dried aqueous calibration solution

 

Some results based on calibration with aqueous calibration solutions 

are different from the results based on copper CRMs insofar as in 

this case the value of 15 rel % was exceeded by RDs of several 

elements (for Cd, Mg, Ni and Sb with NF3 modifier and for Mg, Ni 

and Sb with SF6 modifier). For all the other analytes the deviation of 

the measured values (based on a calibration with solutions) from the 

certified values was very (partly extremely) low (relative deviation 

of measured from certified values RD  < 15 rel % or even < 1 rel %), 

indicating that for most elements very trustable results based on 

calibration with aqueous solutions are achievable, too. Summarizing 

it can be stated that 

• The calibration based on copper CRMs will lead to results 

of high trueness for practically all analytes under 

investigation and independent of the kind of modifier gas 

used (NF3 or SF6, respectively) or the oxidation state of 

sub-sample surfaces. 

• The calibration based on aqueous solutions will lead to 

very trustable results for most analytes. Intolerable large 

deviations of measured from true values of mass fractions 

were only determined in case of SF6 as modifier for three 

elements and in case of NF3 as modifier for four elements 

(out of 15).  
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Precision of results 

From Table 4 RSD values can be assessed in case of NF3 and SF6 

used as modifiers. These values are a numeric expression of the 

precision of a measurement method. Only eight of the 68 overall 

measured RSD values (each of them 5 parallel measurements) are 

exceeding the 10 % value. The number of RSD values exceeding the 

10 % level is also a consequence of the relatively low mass fractions 

of analytes in CRM ERM®-EB384. Comparable results achieved by 

our investigations on the influence of the surface oxidation state of 

the samples using SF6 or NF3 for a CRM with higher element 

concentrations (ERM®-EB385) were significantly better.  

Manageability of the method 

The calibration is very easy and flexible, for example by using only 

one CRM as calibration material but different masses of sub-samples 

or by calibrating with different calibration materials of copper. The 

masses of the solid sub-samples can be in the range of a few mg up 

to about 40 mg. This can always be applied if the same sub-samples 

are not additionally intended to be used subsequently for the 

determination of Se, and Te, as done in the second step of Method 

M1 (see below). The shape of the sub-samples has no influence on 

the analytical performance because they all melt to a globule before 

the actual analytical processes will start. With copper CRMs used for 

calibration and with SF6 or NF3 as modifier gas a defined oxidation 

step of surfaces of sub-samples is no longer necessary in opposite to 

the situation when our previously described method1 would be used. 

The developed method is fast, requiring only two minutes for one 

single measurement.  

Hydrogen / Argon modifier gas mix 

General remarks 

As shown before fluorine containing modifiers do not work for Se 

and Te, what might be essentially caused by their chemical form in 

the material such as selenides or tellurides, respectively. An visible 

release (or transport) of Se and Te did not occur at relatively low 

reaction temperatures as used in our previous investigations. At 

significantly higher temperatures up to the total evaporation of the 

sub-samples, applied in combination with halogenating modifiers or 

without any modifier, Se and Te emission signals were observed. 

However, their time resolved signals were parallel to those of 

copper, apparently only in proportion to the evaporated copper, and 

their evaluation did not allow any trustable quantification. 

Methods for determination of Se and Te in pure copper 

Many analytical methods described in the introduction of this paper 

include the determination of Se and Te. In8 limits of detection (LOD, 

3s-criterion) were given for up to 22 trace elements, among them Se 

and Te. In29 for GD-MS analysis of high-purity copper estimated 

levels of LOQ values (9s-criterion, /µg kg-1) of 57 analytes were 

specified, among them for Au (10-50), Te (100-200) and Se (200-

1000). By using globule arc technique with a modern equipment 

described in22
,
 limits of detection were determined also for 

Se (0.4 mg kg-1) and Te (0.1 mg kg-1).  

In different investigations  ET AAS was used to determine Se and Te 

in pure copper by enrichment procedures based on co-precipitation77-

80, LOD values down to sub-mg kg-1 level were achieved. Hydride 

generation AAS (HG AAS) is used to determine Se and Te by 

chemical hydride forming81, but several procedures include 

additional chemical82 or electrolytic83 removal of copper matrix. 

Also ICP OES was combined with hydride generation steps for 

determination of hydride forming elements84-86 in pure copper.  

 

Basic considerations 

 

Based on the idea of hydride generation hydrogen was used as 

reaction gas in ETV-ICP OES to determine Se and Te by thermo-

hydrogenation. Additionally the behaviour of all other trace 

elements, including Ag, Au, Mg, and Ni, was investigated. Three 

different ways how to analyze pure copper samples considering 

especially Se and Te are shortly described in the following: 

• Method 1 (M1) – Determination of all relevant analytes in two 

steps 

First step: halogenation including partial evaporation (0.1 – 0.3 mg 

of 20 mg) of a Cu sub-sample and determination of relevant analytes 

as described in the first part of this paper. 

Second step: treatment with hydrogen including partial evaporation 

(3 – 4 mg) of the same Cu sub-sample for determination of Se, Te 

and Ag (> 90 % of Ag remain in the sub-sample) by using an Ar/ H2 

mixture at high temperatures (short temperature peak > 2200 °C). 

• Method 2 (M 2) – Determination of Bi, Se, Te and several other 

analytes in one single step by partial evaporation 

Single step: treatment with hydrogen including partial evaporation (3 

– 4 mg of 20 mg) of a Cu sub-sample by using an Ar/ H2 mixture at 

high temperatures (short temperature peak > 2200 °C) and 

determination of Bi, Se and Te and several other analytes which are 

also released from the copper sub-sample. 

• Method 3 (M 3) – Determination of Bi, Se, Te and several other 

analytes in one single step by total evaporation 

Single step: treatment with hydrogen including total evaporation of a 

Cu sub-sample (2 - 5 mg) at high temperatures (up to 2500 °C) and 

determination of Bi, Se and Te and some other analytes which are 

also quantitatively released. 

In the following basic investigations with H2 as reaction gas the 

Methods M2 and M3 were preferably considered. The signal 

intensities in all following figures are averages of at least three 

replicated measurements.  

 

Basic parameters of H2 method  

H2 - Ar ratio in the inner gas flow 

Note: The temperature conditions of TP part (see Tab 2) or similar 

were used for successive investigations.  

As first investigations to study the dependence of the spectral line 

intensities of the elements released by hydrogenation on the 

hydrogen concentration in the inner gas flow, copper CRM ERM®-
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EB385 was used. The results for 11 selected analytes plus copper are 

depicted in Fig. 6 depending on increasing hydrogen concentrations 

in inner Argon flow. 
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Fig. 6  Spectral line intensities, normalized to 0 % H2, of 11 analytes 

and of Cu measured using CRM ERM®-EB385 (sub-sample mass 

= 20 mg ±1 mg) depending on different concentrations of H2 

modifier in the inner Ar gas flow of the ETV (total inner gas flow 

rate 150 mL min-1). Investigated hydrogen concentrations:  ■ 0 %, ■ 

4 %, ■ 7.5 %, ■ 11.2 %, ■ 15 %, ■ 19.2 %, ■ 25 %, ■ 32 %.  

It can be concluded from Fig. 6 that the signals of almost all selected 

hydride forming elements (Bi, Se, Te, As, Sb, Sn) are significantly 

increased by increasing the concentration of the hydrogen modifier 

gas. This fact can only be interpreted by improved release and 

transport efficiencies of formed analyte hydrides. The intensities of 

some of the other elements (Cd, Fe, Mg) and of copper matrix are 

also increased, whereas the intensities of all other elements (Ag, Pb, 

Zn) are not much changed. Additional investigations were restricted 

to Bi, Se, Te (as most important analytes). Intensities as well as mass 

losses were clearly increased with increasing H2 concentration; 

however the increase of the intensities was larger than the increase 

of the mass loss, especially for Se, Te and Cu. It could be concluded 

that these three trace elements as well as the copper matrix react with 

hydrogen by forming their hydrides. Even for the matrix Cu the 

increase of intensity is higher than the increase of sub-sample mass 

loss. One explanation could be that the transport efficiency of the 

copper atoms in case of measurements without modifier or with low 

concentrations of modifier, is lower than with higher concentrations 

because copper hydride molecules are formed in a progressive rate. 

Optimization of the releasing temperature  

As optimum release temperature for the different analyte elements 

by using CRM ERM®-EB385 and H2 as modifier gas an optimal 

temperature of TP-part (see Table 2) of about 2200°C ± 50 °C was 

identified. At higher temperatures lower intensities were observed 

for most elements, probably resulting from change of plasma 

conditions according to higher concentrations of copper atoms in the 

plasma (plasma loading).  

Gas flow rate of inner gas flow 

To investigate the influence of the flow rate of the inner gas on the 

line intensities of the analytes the flow rate of the inner gas flow was 

varied from 90 mL min-1 to 210 mL min-1. The concentration of the 

H2 gas in the inner gas flow was adjusted to 29 % while the flow rate 

of the bypass gas was 400 mL min-1 for all measurements. The 

maximum intensities of the analyte elements were observed with 

inner gas flow rates of 120 – 170 mL min-1. From this result a 

compromised optimum inner gas flow rate of 150 mL min-1 by using 

a bypass gas flow rate of 400 mL min-1 was defined as constant 

parameter of Methods M2, M1 (second step) and M3. 

Sub-sample mass 

The dependence of measured spectral line intensities on the sub-

sample mass was investigated using Method M2. It was found that 

the intensities of all analytes normalized to the corresponding 

analyte mass were not constant, but decreasing with increasing sub-

sample masses. The different extent of this effect is demonstrated in 

Fig. 7 for Bi, Se and Te. Among all analytes (as listed in Table. 5 or 

6) this effect was most distinct for Se and smallest for Mg.  
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Fig. 7  Spectral line intensities, normalized to 10 mg Cu, of ■ Bi, ■ 

Se, and ■ Te depending on different sub-sample masses of 10 mg, 20 

mg and 40 mg. (H2 concentration 20 %, inner gas flow rate 150 

mL min-1, T- program TP-part). 

The decrease of the normalized intensities with increasing sub-

sample masses would lead to curved calibration functions if these 

would be based on different masses. To achieve straight calibration 

functions sub-sample masses of about 20 mg ± 1 mg were 

recommended for Method M2. The same holds for Method M1, if 

not only its first part is intended to be used. The observed effect can 

be explained by the fact, that the mass of an analyte in a sub-sample 

is proportional to the sub-sample mass, and therefore in case of a 

globular sub-sample (with a radius of r) proportional to r3, whereas 

the surface of this globular sub-sample is proportional to r2. Hence 

the relation between the surface area which is available for  

hydrogenation reactions and the analyte mass in the sub-sample 

ready to move to and to react with hydrogen at this surface becomes 

step by step smaller with increasing sub-sample masses. This fact 

seems to be the main reason for the observed effect. An increasing 

effect of plasma loading can probably be excluded because the 

evaporated mass of copper can not be directly correlated to the sub-

sample mass: 10 (4.5) mg, 20 (4.8) mg and 40 (5.3) mg, evaporated 

mass of Cu in brackets. For Method M3 sub-sample masses of 3-5 

mg were fixed to come to reproducible evaporation times and to 

minimize potentially caused depositions in the ETV system. All 

subsequent studies with this method showed no significant 

Page 9 of 14 Journal of Analytical Atomic Spectrometry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 ARTICLE 

This journal is © The Royal Society of Chemistry 2012 J. Name., 2012, 00, 1-3 | 10  

dependencies of the results on sub-sample masses within this small 

range of weighing.  

Checking calibration by dried element solutions 

Intensities of different analytes (Ag, Bi, Cd, Mg, Pb, Se, Te, Sn) 

coming from dried sub-samples of a calibration solution were 

compared with intensities from sub-samples of copper CRM ERM®-

EB385. It could be concluded that in case of both methods (M2 and 

M3) based on hydrogenation reactions the quantification via dried 

aqueous solutions is limited and would only allow semi-quantitative 

analyses.  

Release behaviour of analytes using optimized programs 
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Figs. 8a and 8b  Spectral line intensities (signal-addition of 3 sub-

samples) with H2 as modifier (conc. 29 %; inner gas flow rate 150 

mL min-1) of Ag ▬▬, Bi ▬▬,Cd ▬▬, Cu ▪ ▪ ▪, Mg ▬▬, Mn 

▬▬, Pb ▬▬, Se ▬▬, Te ▬▬, and Zn ▬▬, using CRM ERM®-

EB385, - and temperature T  versus time (Temp. program 

"TP-rampspez", see temperature-curve progression). Fig. 8b shows as 

a magnified detail of Fig. 8a selected scans of Bi, Cu, Se and Te. 

In Fig. 8 the time resolved line intensities of 10 selected elements 

including Cu are depicted together with the time function of ETV 

temperature for partial evaporation of sub-sample (Method M2). 

This temperature program TP-rampspez represents a mix of different 

temperature program styles. It was modified to receive more distinct 

intensity peaks. From Fig 8a one can conclude that all maxima of 

release of the analytes lie at lower temperatures than the maximum 

of Cu which would even lie at higher temperatures if the heating 

program would be continued with increasing temperatures. 

Additionally, different groups of release behaviour can be 

distinguished. The very similar progression of intensity curves of Ag 

and Te could indicate that a part of Ag could be existent in the 

copper samples as silver telluride. This could also explain why Ag is 

much better released by hydrogenation than by halogenation 

reactions. Co-evaporation of analytes with the matrix does not seem 

to play a significant role. Such a conclusion can also be drawn from 

Fig. 8b. Even for the elements with intensity maxima near the peak 

maximum of copper it can be concluded that their release is not 

mainly influenced by the release of the copper atoms. Such an 

influence would lead to a clear change of the approximately 

symmetric shape of intensity curves to a clearly asymmetric shape 

with a strong tailing 

The T-program TP-rampspez depicted in Fig. 8 was modified to the 

optimized T-program TP-part (see Table 2) which was used for all 

following quantitative measurements with Method M2 (partial 

evaporation of sub-samples). Compared with TP-rampspez it has a 

shortened high temperature plateau which moreover starts at earlier 

time. At this time, after a temperature ramp (at 38 s), Se and Te are 

beginning to be released. A roughly impression of the release 

behaviour of elements using TP-part can be gained observing Fig. 9 

(TP-tot) because the temperature progress is very similar up to sec. 

37 where TP-part ends.  
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Fig. 9  Method M3 (total evaporation): Spectral line intensities with 

H2 as modifier (29 % H2; inner gas flow rate 150 mL min-1) for As 

▬▬, Au ▬▬, Bi ▬▬, Cu ▪ ▪ ▪, Pb ▬▬, Sb ▬▬, Se ▬▬ and Te 

▬▬, using sub-samples of copper CRM ERM®-EB385, and 

temperature T  using  T-program TP-tot of Table 2.  

In Fig. 9 time and temperature depending spectral line intensities of 

seven analytes and of copper matrix are depicted for the case of total 

sub-sample evaporation (Method M3) by using temperature program 

TP-tot (see Table 2). The very different behaviour of different 

groups of analytes in case of a total evaporation (Method M3) is a 

fact, being most noticeable in view of Fig. 9. The intensity maxima 

of the elements as already investigated in case of partial evaporation 

of sub-samples, (such as of Bi, Pb, (Se) and Te) of but also those of 

elements here not depicted (such as of Ag, Cd, Mg, Mn, Zn) appear 

in the first part of the temperature program before the copper 
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intensity achieves its maximum, whereas the other investigated 

elements, which cannot be determined by Method M2, such as As, 

Au, Sb and Sn have their intensity maxima distinctly later. Their 

sharp intensity peaks appear after the last phase of copper matrix 

evaporation. To interpret the results of Fig. 9, it is necessary to note 

that the signal of copper at > 55 s is only an artefact coming from 

memory effects of the system. The intensities of Se and Sb have 

maxima at two different temperatures. Both elements have a second 

smaller peak in addition to the main peak; the smaller peak appears 

for Se in the last part and for Sb in the first part of the temperature 

program. The fractions of the analyte masses of the four elements 

released in the last phase of the temperature program (approximately 

expressed as fractions of their spectral line intensities) are: Sb (60 – 

70 %), As, Sn (> 90 %) and Au (≈ 100 %). From first exploratory 

investigations it could be concluded additionally that platinum 

metals show release behaviour very similar to that of Au. One aspect 

of a succeeding publication could be further and more detailed 

investigations to this point. 

Sample pre-treatment by “roasting” 

Spectral line intensities of sub-samples of CRM BAM-385 after 

“roasting” at 400 °C in air for 30 min (roasted) and in original state 

were compared using Methods M2 and M3. No significant 

deviations were found in any case. It could certainly be concluded 

that for calibration with real copper samples, a starting roasting 

procedure of sub-samples is not necessary when using Methods M2 

or M3 based on H2 gas used as modifier. 
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Fig. 10  Spectral line intensities of Bi, Se and Te using copper CRM 

ERM®-EB385 after passing the first analytical step of Method 

M1 (modifiers ■ SF6 and ■ NF3) measured in the second step of 

Method M1 (29% of H2 modifier gas) standardized to the intensities 

without previous analytical treatment (■ no previous step of M1).  

Completeness of analyte release of Se and Te 

In Fig. 10 the intensities of Bi, Se and Te were measured in the 

second step of M1 using sub-samples which had been analyzed in 

the first step of M1 using SF6 and NF3 as halogenating modifiers (as 

described in the first part of this work) and compared with intensities 

resulting from measurements without the first step. In opposite to Bi, 

the analytes Se and Te can be determined very well in the second 

step of M1 without any losses coming from the first step; but to be 

on the safe side it is recommended to subject not only the analysis 

sub-samples but also the calibrating sub-samples to the first step of 

M1.  

Calibration  

Working conditions used are listed in Tables 1 and 2. The calibration 

functions were determined by using Methods M2 and M3 and five 

different copper CRMs, and blank measurements. Some of them are 

depicted in Fig. 11 as typical examples. 
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Fig. 11  Calibration functions using Methods M2 (“part”) and M3 

(“tot”) based on varied sub-sample masses of the CRMs BAM-M381 

(♦), BAM-M382 (▲), ERM®-EB383 (●), ERM®-EB384 (■) and 

BCR 074 (■), and on blank measurements (♦). ─── common linear 

regression line 

The investigated calibration functions are straight regression lines; 

they have negligible or very low intercepts. All measured points lay 

very near to the common calibration functions. These facts can be 

interpreted as indication to a high trueness of both methods. To 

underpin this statement their coefficients of determination R2 were 

recorded in according columns of Table 5. The majority of the 

values of most coefficients of determination are > 0.99. 

Limits of quantification (LOQs)  

The limits of quantification (LOQs) listed in Table 5 were calculated 

by the 9s-criterion76 using the standard deviations obtained with real 

copper blank samples and with slopes of the linear calibration 

functions (as depicted in Fig. 11). For measurements with partial 

evaporation (Method M2) 10 sub-samples of about 20 mg of CRM 

BAM-M381 were used as blank samples. After subjecting them to 

the standard temperature program of Method M2 (one run) the 

copper globules contained no measurable analyte contents For 

measurements with total evaporation (Method M3) 10 sample boats 

were filled with a mass of about 3 mg of the CRM BAM-M381. 

These sub-samples could not be pre-cleaned by Method M3 in 

analogy to the former procedure with Method M2. These determined 

LOQ values are therefore assumed to be slightly higher than those 
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which could be expected when pre-purified blank samples would 

have been used.  

Table 5: LOQs (values > 1.0 mg kg-1 are marked gray) and 

coefficients of determination R2 of the corresponding linear 

calibration functions (values < 0.99 are marked gray) determined by 

using Methods M2 (20 mg sub-samples, partial evaporation) and M3 

(3 mg sub-samples, total evaporation). Spectrometers used: ARCOS 

(EOP). 

λ / nm LOQ LOQ

calc. for 20 mg calc. for 3 mg

Ag 243.7 1.58 0.9939 0.23 0.9867

Ag 328.0 0.03 0.9977    0.02 
*) —

As 189.0 0.17 0.9983 0.04 0.9937

Bi 190.2 0.02 0.9995 0.03 0.9992

Cd 228.8 0.03 0.9963 — —

Fe 241.3 1.40 0.9910 1.56 0.9942

Mg 279.0 0.13 0.9902 0.97 0.9974

Mg 285.2 0.03 0.9902 0.11 0.9855

Ni 231.6 — — 0.10 0.9985

Pb 168.2 0.03 0.9841 0.11 0.9750

Pb 283.3 0.08 0.9859 0.23 0.9427

Sb 206.8 0.22 0.9958 0.15 0.9956

Se 196.0 0.03 0.9986 0.07 0.9923

Sn 140.0 — — 0.86 0.9982

Te 170.0 0.03 0.9989 0.06 0.9977

Zn 334.5 0.06 0.9944 0.79 0.9690

— = could not be measured (overflow of signal or signal too low); *) wave 

length 338.2 nm

R
2

R
2

coefficients of determination (R
2
)

Element 
LOQ 9s-crit. / mg kg

-1
 and 

part.evap.(M2) tot. evap. (M3)

 

Au is not listed because no CRM was at our disposal. An LOQ value 

in the low ppb level can be given as a first estimation. From the 

results of Table 5 high detection power for the investigated 13 

analytes (15 pairs analyte/spectral line) of the investigated methods 

based on hydrogenation is evident. It can be concluded:The most 

important result is that Se and Te can be determined with very low 

LOQ values using all three Methods. 

• Elements Ag, Mg and Ni, can also be determined with low 

LOQ values by Methods M2 and/or M3 using 

hydrogenation reactions.  

• The LOQs determined for the great majority of 

elements/spectral lines (the three exceptions are marked 

gray) are lying in the sub-mg kg-1 region independent if 

Method M2 or M3 were applied. 

• LOQ values below 0.1 mg kg-1 could be achieved for 8 

elements (of 13) using Method M2 

• The LOQs determined for Method M3 are for most 

analytes higher than those determined for Method M2 

(exceptions Ag, As, Sb). 

 

Table 6: Analytical results of copper CRMs ERM®-EB383 and BCR 

074 using Methods M2 and M3. Spectrometers used: ARCOS (EOP) 

and ARCOS (SOP); m = mean, s = standard deviation (n=3); RSD = 

relative standard deviation; RD = absolute value of relative deviation 

of measured values from certified mass fractions. RSD and RD 

values > 15 rel% are marked gray. 

U * m s RSD RD m s RSD RD

/ mg kg
-1 

Ag 328.0 4.70 ± 0.20 5.04 0.43 8.5 7.3

As 189.0 1.93 ± 0.15 1.99 0.18 9.2 3.3 2.02 0.07 3.7 4.6

Bi 190.2 1.02 ± 0.09 1.11 0.03 2.3 9.3 1.06 0.02 1.6 4.4

Cd 228.8 1.48 ± 0.15 1.56 0.08 5.2 5.6

Fe 241.3 10.9 ± 0.5 10.4 0.7 6.9 5.0 11.7 0.6 5.2 7.3

Mg 279.0 2.37 ± 0.29 2.54 0.08 3.1 7.3 2.32 0.3 12.8 2.3

Ni 231.6 3.59 ±0.21 3.48 0.20 5.6 2.9

Pb 168.2 1.31 ± 0.20 1.39 0.03 2.5 6.5 1.23 0.11 8.6 6.2

Sb 206.8 1.44 ± 0.17 1.46 0.1 7.1 1.7 1.45 0.08 5.4 0.4

Se 196.0 (1.16 ± 0.19) 1.32 0.05 3.6 13.7 1.24 0.01 0.6 7.1

Sn 140.0 4.7 ± 0.6 5.0 0.2 3.5 7.3

Te 170.0 1.40 ± 0.16 1.36 0.01 1.1 2.5 1.33 0.03 1.9 5.1

Zn 334.5 (7.8 ± 0.4) 7.5 0.1 1.5 4.3 7.7 0.6 7.7 0.8

U  ** m s RSD RD m s RSD RD

 / mg kg
-1

Ag 328.0 12.8 ±0.7 12.8 0.3 2.1 0.2

As 189.0 0.78 ±0.14 0.79 0.06 7.9 1.3 0.85 0.05 5.6 9.4

Bi 190.2 0.10 ±0.03 0.09 0.004 4.5 8.8 0.1 0.01 11.8 1.4

Cd 228.8

Fe 241.3 1.14 ±0.06 1.03 0.21 20.8 9.7 1.23 0.56 45.7 7.7

Mg 279.0

Ni 231.6 1.04 ±0.11 1.15 0.03 2.6 10.8

Pb 168.2 0.97 ±0.05 0.96 0.06 6.6 1.4 0.96 0.04 4.2 0.7

Sb 206.8 0.58 ±0.03 0.76 0.03 3.4 31.7 0.65 0.07 11.2 12.2

Se 196.0 0.37 ±0.04 0.40 0.03 8.1 7.1 0.39 0.03 7.2 4.3

Sn 140.0

Te 170.0 0.21 ±0.08 0.22 0.01 3.1 4.6 0.21 0.03 12.9 1.6

Zn 334.5 0.46 ±0.07 0.52 0.02 4.3 12.8

- = could not be measured (overflow of signal or signal too low or analyte not certified)

 ( ) = indicative values in the CRM certificate

U  * = expanded uncertainty with a coverage factor k = 2

U ** = uncertainty expr. as half-width of the 95% confidence interval of the certif. mean

—

—

— —

— —

—

—

—

— —

— —

—

———

—

— — — —

/ rel%

/ mg kg
-1 

/ rel% / mg kg
-1 

/ rel%

—

Element,    

λ / nm

/ mg kg
-1 

/ rel% / mg kg
-1 

part. evap. (M2) EOP

Element,     

λ / nm

tot. evap. (M3) SOP

cert. 

val.

Cu-CRM 

ERM
®

-EB383 

Cu-CRM 

BCR 074

cert. 

val.

—

—

<0.07 <0.1 <0.1

—

part. evap. (M2) SOP

tot. evap. (M3) EOP

 

Trueness and repeatability of results 

In Table 6 values representing recovery and repeatability of the 

measurement of mass fractions of 13 analytes by using the different 

Methods (M2 and M3) are exemplarily listed. The copper CRMs 

ERM®-EB383 and BCR 074 were used as samples to be analyzed. 

The calibration was based on copper CRMs BAM-M381, BAM-

M382 and ERM®-EB384 and additionally BCR 074 when ERM®-

EB383 was analyzed. The mass fractions determined for the 13 

investigated analytes in the CRMs by using the optimized Methods 

M2 and M3 show a good agreement in almost all cases with the 

certified mass fractions which is expressed by their relative 

deviations RD (relative differences of certified and measured mass 

fractions). These RD values - as a measure for recovery rate - were 

less or not much larger than 15 rel % with one exception in each 

method. The RSD-values have not a high statistical basis in view of 

the number of repeated measurements. But on the other hand the 

totality of all the calculated RSD values allows an assessment of 

repeatability of the methods used. 37 of 39 measured RSD values are 

lying in a region < 15 rel% - most of them are < 10 rel% and many 

of them are even < 5 %. This result is indicating a very acceptable 

level of repeatability (precision) of both methods used to determine 

the 13 elements. As it can be seen from Table 6 the optimized 

methods allow a trustable calibration for the investigated elements 

based on calibration with copper materials of known contents of 

analytes. The masses of the solid sub-samples should lie in the range 

of 20 mg ± 2 mg for partial evaporation and of 2 mg - 5 mg for total 
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evaporation of the sub-samples. The developed methods are fast, 

requiring only two minutes for a single measurement.  

Conclusions 

By the results of our investigations essential answers could be given 

to the open questions listed in the introduction:  

(1) The necessity to apply the preliminary time consuming 

"roasting" (surface oxidizing) procedure: This step can 

now be omitted when SF6 or NF3 are used as modifiers and 

copper CRMs are used for calibration.  

(2) The fact that not all analytes could be calibrated by using 

dried residua of calibration solutions: The problem could 

not really be solved by using SF6 or NF3. CF4 used instead 

of CHF3 did not show the expected improvement. 

However, a high quality of analytical performance was 

achieved with SF6 or NF3 for Ag, Al, As, Bi, Cd, Co, Cr, 

Fe, Mg, Mn, Ni, P, Pb, Sb, Si, Sn, Ti, Zn, Zr. The analytes 

Ag, Mg and Ni stayed “critical”, but strongly improved 

results could be achieved for their determination, as 

described in the following item.  

(3) Some elements could not (Se, Te) or not sufficiently (Ag, 

Mg, Ni) be released from the matrix by halogenation 

reactions and could therefore not (or only limited) be 

determined and quantified: This drawback was totally 

overcome using hydrogen as modifier. Optimized methods 

were developed based on partial as well as on total 

evaporation using hydrogenation reactions and higher 

temperatures than for halogenation reactions. This is true 

for Ag, Mg, Ni in case of partial evaporation only without 

any previous halogenation step (M2), or in case of total 

evaporation of copper samples (M3). additionally Several 

other elements besides Se, Te and Ag, Mg, Ni can be 

quantified simultaneously: Au, As, Bi, Cd, Fe, Pb, Sb, Sn 

and Zn, but for some of them better analytical performance 

can be achieved using first step of Method M1 based on 

halogenation reactions. Very low limits of quantification, 

especially for Se and Te, but also for the “critical” 

elements Ag, Mg, Ni, as well as high trueness and 

sufficiently high reproducibility of all results were 

achieved.  

The analytical performance of the optimized methods now 

presented offers the possibility of a very fast comprehensive 

analysis of pure and high purity copper with excellent analytical 

performance. The physicochemical processes on which the 

analytical methods are based were interpreted in different 

passages of both parts of analytical investigations of this paper.  
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