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Abstract The applicability of single particle inductively coupled plasma mass spectrometry (spICPMS) is currently limited to particles larger than ~ 10 nm in diameter. In this work the size detection limit ($DL_s$) was improved by resolving the ion bursts originating from silver or gold nanoparticles (AgNP, AuNP) using real time data acquisition with 0.1 ms time resolution. Such acquisition is here called the Fast Acquisition Speed Technique (FAST). The analytical capabilities of FAST were evaluated on a sector field instrument with high ion transmission efficiency (ITE). An algorithm for distinguishing particle events from dissolved and/or background signal was developed, and it was possible to detect 6.4 nm AuNP that delivered only 2 ions to the detector. The influence of dwell time was investigated and it was concluded that the minimum $DL_s$ is achieved for dwell times close to the duration of the particle events ~ 0.2 ms. Attempts to further improve the $DL_s$ should therefore focus on increasing the ITE of the mass spectrometer.

Introduction

The increasing use of engineered nanoparticles (NP) in consumer products puts both humans and ecosystems at the risk of exposure for these emerging chemicals with poorly assessed health hazards. Accordingly, the concerns have prompted risk assessment and environmental fate studies of NP. Such studies require analytical methods that are capable of distinguishing the NPs from both bulk materials, and dissolved ions, against a complex environmental matrix. Therefore, single particle ICPMS (spICPMS) is currently developed to enable characterization of trace level NP concentrations in environmental and biological samples. The technique has progressed rapidly since the seminal papers by Degueldre et al. When NP enters the plasma, they produce bursts of ions with the same yield as dissolved analytes. If the chemical composition of the
particles are known it is possible to calculate their diameters from the intensities of the ion bursts. Their number concentration \((c_p)\) can be calculated from their frequency. The technique has undergone validation, and provided that the nebulization efficiency has been accurately determined, particle diameters can be measured with an uncertainty of a few percent.

Some of the efforts to further improve the technique are directed towards reducing the smallest detectable particle size \((DL_s)\). It is often difficult to distinguish the smallest particle events from fluctuations in the background signal, and therefore, it is in general the noise levels of the dissolved background signal \((I_{diss})\), rather than the ion transmission efficiency (ITE) of the mass spectrometer that limits the \(DL_s\). The ITE is the fraction of those analyte atoms that enters the plasma, that eventually also reaches the detector. It should be noted that for accurate sizing and measurement of \(c_p\) the particle diameters must in general exceed the \(DL_s\) with a certain margin.

Therefore, many studies have aimed at reducing the noise levels of \(I_{diss}\) by using a Peltier cooled desolvation system and monodisperse droplet introduction, removing dissolved analyte by an ion exchange column, or developing algorithms for deconvolution of the \(I_{diss}\) and particle signals \((I_{part})\). However, determining the sizes of the smallest nanoparticles that only deliver a few ions per particle to the detector would require almost zero noise. This is difficult to reach because of contamination of the instrument and dilution media. Shorter dwell times \((t_{dwell})\) entail lower intensities, and therefore noise levels of the \(I_{diss}\). However, due to instrument constraints the \(t_{dwell}\) in the mentioned studies were considerably longer (> 1 ms) than the duration of the particle events (0.2-0.5 ms).

For such acquisition the \(DL_s\) is typically limited to about 10 or 20 nm for particles consisting of elements like Ag and Au, for which the \(DL_s\) is relatively low. Higher \(DL_s\) are found for other nanoparticles.

Obviously, rapid time resolved data acquisition is necessary in order to realize the full potential of spICPMS. Bursts of relatively large particles have been recorded using an oscilloscope connected to the analogue circuit of the electron multiplier detector. However, the current was not amplified sufficiently in their work to detect small fluctuations, and therefore no improvement in \(DL_s\) was achieved. Rather, the detector should be operated in the pulse counting mode, acquiring data in real time as a sequence of consequent dwells with \(t_{dwell}\) equal or shorter than the duration of the particle events. To be able to in a convenient way distinguish such data acquisition from other approaches, it will be called the Fast Acquisition Speed Technique (FAST) in this article.

FAST was devised for a sector field ICPMS (ICP-SFMS) by Shigeta et al. to measure the transient signals from individual droplets formed by a micro droplet generator. ICP-SFMS offers an almost zero dark count rate, and it has the highest ITE among the commercially available instrument designs. The measurement of colloidal nanoparticles by ICP-SFMS was demonstrated by Tuoriniemi et al. Since then the analytical capabilities of FAST have been assessed on quadrupole instruments. Compared to conventional data acquisition in spICPMS, FAST is capable of characterizing higher particle concentrations, reducing bias due to incomplete
particle events, and make the detector dead time error correction more accurate because the $I_{part}$ fluctuates less during each dwell.\textsuperscript{16} However, no improved $DL_s$ was reported because of the poor ITE of the used instruments.\textsuperscript{16,17}

Here it is demonstrated that FAST on ICP-SFMS is capable of detecting considerably smaller particles than what has previously been reported. It is important to have systematic means for detection of the particle events. Therefore an algorithm for distinguishing and integrating the particle events is developed, and subjected to a functionality test. The $t_{dwell}$ is a critical parameter for analysis, and it is optimized in this article. For the smallest particles, which only deliver a few ions to the detector, the noise in the particle signals\textsuperscript{5} might lead to bias in both size distributions and $c_p$. The magnitude of such bias as a function of $I_{part}$ is estimated. Finally, the possibilities to further improve the $DL_s$ are discussed.

Experimental

Chemicals

The 40 nm nominal diameter AgNP, and the 5, and 10 nm AuNP were obtained from BBI, UK. These citrate coated particles were diluted between $10^3$ to $10^8$ times before measurements. The dissolved Ag, In, and Au standards (Ultra Scientific, RI, USA) for spectrometer tuning and calibration were diluted in ultrapure water from 1000 ppm solutions in 2 % HNO$_3$.

Calibration and particle characterization

The size distributions and number concentrations were calculated as described in references.\textsuperscript{3-4} In brief, a calibration curve of signal intensity versus dissolved analyte influx into the plasma is used for calculating the mass of analyte in each particle related peak. The diameters can be calculated provided that the chemical composition of the particles are known, and the ionization and transport efficiencies of the particles are the same as for dissolved analytes. These requirements are fulfilled for the nano-sized particles measured in this work.

In order to know the rate the analyte enters the plasma, it is necessary to measure the nebulization efficiency ($f_{neb}$), which is the fraction of the sample flow into the nebulizer that manages to enter the plasma. The $f_{neb}$ was determined according to the method by Pace et al.\textsuperscript{4} The method works by adjusting the $f_{neb}$ during the size distribution calculations, until the measured spICPMS number-average diameter of NIST 60 nm CRM Au particles matched the certified number-average based diameters (Electrospray Scanning Mobility Particle Sizer (ES-SMPS), SEM, and TEM).

Data acquisition

An Element 2 ICP-SFMS from Thermo electron was used in this work. The instrument tune and calibration parameters, and sample introduction components are given in Table 1. The tune parameters were optimized using dissolved In standards. The data was acquired with a time
resolution of 0.1 ms. The reader is referred to Shigeta et al.\textsuperscript{14} for a comprehensive discussion of FAST using this model of instrument. The following settings were used in the method file of the instrument software to achieve continuous data acquisition with 0.1 ms time resolution:
Resolution: low, Samples per peak: 1000, Integration window: 10. In the low resolution mode ICP-SFMS provides a trapezoidal peak if sensitivity is plotted against mass, with relatively uniform sensitivity over a large part of the mass range covered, but lower sensitivity at very low or very high masses. As the instruments scans through the mass range, 100 consecutive dwells of 0.1 ms \( t_{dwell} \) are acquired without any time gap between them. It was confirmed that the masses scanned are within the range of constant sensitivity. The signal is thus monitored continuously for 10 ms, followed by a brief settling time before the next period of FAST. These acquisitions were repeated 3000 – 3500 times in order to monitor the signal during at least 30 s for each sample.

**Data analysis**

The data was processed in Matlab 7.11 software.

**Table 1** Mass spectrometer tune and calibration parameters, and sample introduction components.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ag</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample gas flow rate (L min(^{-1}))</td>
<td>(~0.520)</td>
<td>(~0.92)</td>
</tr>
<tr>
<td>Auxiliary gas flow rate (L min(^{-1}))</td>
<td>(~0.75)</td>
<td>(~1.2)</td>
</tr>
<tr>
<td>Cool gas flow rate (L min(^{-1}))</td>
<td>(~15.0)</td>
<td>(~15.9)</td>
</tr>
<tr>
<td>Sample uptake rate (ml min(^{-1}))</td>
<td>(~0.48)</td>
<td>(~0.52)</td>
</tr>
<tr>
<td>RF power (W)</td>
<td>(~1205)</td>
<td>(~1000)</td>
</tr>
<tr>
<td>Nebulizer</td>
<td>Ag, Burgener Mira mist, Au Micromist 0.4 ml/min uptake rate concentric nebulizer (Glass expansion)</td>
<td></td>
</tr>
<tr>
<td>Spray chamber</td>
<td>Ag, Cyclonic (Glass expansion) Au, Scott double pass (Glass expansion)</td>
<td></td>
</tr>
<tr>
<td>Torch</td>
<td>Fassel type (Thermo Finnigan)</td>
<td></td>
</tr>
<tr>
<td>Sample cone</td>
<td>Nickel 1.0 mm orifice diameter</td>
<td></td>
</tr>
<tr>
<td>Skimmer cone</td>
<td>Nickel 0.8 mm orifice diameter</td>
<td></td>
</tr>
<tr>
<td>Sensitivity(^1) (Counts g(^{-1}))</td>
<td>(4.6\times10^{18}), (7.4\times10^{17})</td>
<td></td>
</tr>
<tr>
<td>Nebulization efficiency</td>
<td>(0.88) %, (2.3) %</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)Sensitivity per mass of analyte introduced to the plasma.

**Results and discussion**
Particle signals

Fig. 1 shows the particle events produced by the nominally 5, and 10 nm AuNP. They produce an $I_{\text{part}}$ having an intensity of not more than a few counts. Signals are shown both for samples in the concentration range of linear response, $^3$ where particle events can be distinguished from each other, and above the linear concentration range where the particle events have merged into a continuous signal. Fig. 2 shows an ion burst due to a considerably larger AgNP together with illustrations of algorithm parameters. A particle event consists of a peak dwell having the intensity $I_{\text{peak}}$. It is surrounded by a few more dwells on each side having elevated intensity due to $I_{\text{part}}$. Gaussian functions were fitted to 10 AgNP particle events. The standard deviation of the fitted Gaussians, $\sigma_{\text{part}}$ was 0.127±0.024 ms, where the uncertainty is the 95% confidence interval. The $r^2$ of the Gaussian fit was on average 0.96. Such duration can be regarded as typical for particle related bursts.$^{11}$

![Fig. 1 signals due to the 5, and 10 nm Au particles.](image-url)
Fig. 2 Signal due to an AgNP acquired with 0.1 ms time resolution. A Gaussian was fitted to the particle event, and it is shown together with the algorithm parameters (The number of dwells on each side of the peak dwell integrated: $w=3$, and the highest intensity dwell: $I_{\text{peak}}=820$). 16 dwells of 0.1 ms are shown in the graph of which those in the integration windows of width $W=2w+1=7$ are integrated as part of the peak.

**Particle detection algorithm**

*Outlier detection* Distinguishing the particle events may be based both on the bursts Gaussian shape, and that the $I_{\text{peak}}$ is likely to be an outlier in a frequency – intensity diagram. Therefore an existing iterative outlier detection algorithm\(^3\) was modified to suit datasets where the peaks are wider than just a single data point. Criteria concerning the dwells adjacent to the peak dwell were implemented in an attempt to utilize the shape for detection. However this was found to be non-feasible, and was not pursued further in this work. The course of the algorithm is illustrated in Fig. 3. For the most detailed description of the algorithm the reader is referred to the ESI where commented source code, and an additional illustration and discussion are given. The course of the algorithm is as follows.

1) An initial threshold intensity of detection for $I_{\text{peak}}$, $I_{\text{Threshi}}$ is set by temporarily removing the 10 % of the dwells that have the highest intensity. This is followed by calculation of the mean intensity, $I_i$ and standard deviation, $\sigma_i$ of the trimmed data set. Thus a starting threshold is obtained by: $I_{\text{Threshi}}=I_i+n\cdot\sigma_i$, where $n$ is an adjustable parameter.

2) The peak dwells of particle events are identified as having both zero crossings in the time-dependent derivative of $I$ (i.e. the difference in signal intensity between adjacent dwells is first positive, and then negative), and an $I_{\text{peak}}$ that exceeds the $I_{\text{Threshi}}$. 
3) The dwells that are within $\pm w$ (Fig. 2) dwells away from the peak dwell, i.e. where zero crossing was identified, are considered to be part of the particle event. They are removed from the dataset until the algorithm has run to completion. A new mean intensity, $I_{\text{diss}}$, and a new standard deviation, $\sigma_{\text{diss}}$, of the dissolved signal is computed. In order to facilitate convergence, these parameters are calculated on a trimmed dataset where the dwells with intensities more than three previous standard deviations from their previous mean have been temporarily removed. This way the values of the parameters will more closely reflect the properties of the dissolved signal rather than the remaining particle events. A new lower detection threshold is then calculated as, $I_{\text{Thresh}} = I_{\text{diss}} + n \cdot \sigma_{\text{diss}}$.

4) The steps 2 and 3 are repeated and the detection threshold is successively lowered until no more particle events are detected.

The intensities of the particle signals are calculated by integrating the signal in the $\pm w$ data points surrounding the peak dwell (Fig. 2). To correct for background, the quantity $I_{\text{diss}} \cdot (2w+1)$ is subtracted from the peak area. If a boundary between two continuously acquired sequences of dwells (In this study every 100th dwell) was located within the $\pm w$ range, the particles are not included in the size distribution; however, they are included in the particle count. This was also done when the $\pm w$ ranges of two particle events overlap.

*Cluster detection* At a low average dissolved signal ($I_{\text{diss}}$ below ~ 0.5 counts) most dwells will have zero intensity. Particle detection based on outlier analysis works poorly in this case, because any non-zero signal could be regarded as an outlier. Distinguishing of the smallest particle events is instead based on the fact that the ions originating from particles arrive in bursts. Particles delivering 2 ions to the detector will in most cases give rise to the following sequences of dwells $0:2:0$, or $0:1:1:0$. Particle events of 3 ions would for instance appear as $0:1:2:0$, $0:2:1:0$, $0:3:0$, or $0:1:1:1:0$.

It was therefore decided that if the outlier based detection threshold is less than or equal to 2 counts, distinguishing of particle events will instead be based on recognition of clusters of at least $M$ ions. $M$ has to be set by the user to 2, 3, or 4 in order to reduce the frequency of accidental false positives due to the dissolved signal to an acceptable level. The smallest detectable $I_{\text{part}}$ is thus 2 counts, because if only a single ion is detected, it is not possible to determine whether it originated from dissolved or particulate analyte. Even random arrival of dissolved ions at the detector may randomly cause clusters. Dissolved ions may also present some (small degree) of clustering but the expected prevalence of those could be calculated statistically using the model of dissolved signal intensities given in reference. A more detailed description of cluster detection is given in ESI.
The optimization of the algorithm parameters

The adjustable parameters in the developed algorithm are $n$, $w$, and $M$. They were optimized for minimizing the prevalence of features in $I_{diss}$ becoming falsely identified as particle events, so called false positives; while at the same time not omitting the true particle events from being counted. The samples used for this purpose were the nominally 40 nm AgNP dispersion (106 000 particles mL$^{-1}$), where the particle events were mostly intense enough ($I_{peak} \sim 500-2000$ counts) to be easily distinguished from the dissolved background signal; and the 5 and 10 nm AuNP (97700, and 91200 particles mL$^{-1}$) where the $I_{peak}$ was mostly below 10 counts. Note that for the Ag particles the $I_{part}$ might be large enough for the error due to detector dead time to become significant.$^5$

Fig. 4 shows the effect of different values of $n$, i.e. the number of standard deviations to be used as a threshold to distinguish background from particle peaks. For values below 3, despite of the significant $I_{diss}$, the algorithm sets the $I_{thresh}$ close to zero, and there is no discrimination between the signals due to dissolved and particulate analyte. For higher $n$ values, the $I_{Thresh}$ increases linearly with $n$. Fig. 4 shows that the particle count remains at a constant value at $n>5$, because no false positives are anymore included in the particle count. Similarly to outlier analysis in conventional spICPMS,$^3$ an $n$ value of 5 can be regarded as a good compromise between keeping the rate of false positives as low as possible, while at the same time not omitting too many true
particle events. The \( n \) was therefore kept at 5 for the rest of this article.

![Graph](image)

**Fig. 4.** The particle frequency and \( I_{\text{Thresh}} \) as a function of the parameter \( n \).

For the AuNP the \( I_{\text{diss}} \) was so low that the algorithm resorted to cluster detection. If cluster detection is used, then the frequency of false positives is determined by the choice of \( M \). Higher \( M \) entails lower frequencies of false positives, but also higher \( DL_s \). If the \( M \) was set to 2, the spurious particle frequency due to instrument contamination in a blank was \( \sim 0.6 \) particles s\(^{-1}\). This was low enough for true particle events to outnumber the false ones in a broad concentration interval, so \( M \) was set to 2 in the subsequent experiments with Au particles.

The role of \( w \) is investigated in Fig. 5. In a gauss curve 99.7\% of the values are within \( \pm 3\sigma \) of the average. We can therefore expect that \( w \) should be \( \sim 3\sigma_{\text{part}} \) to ensure that the particle events are completely integrated, while at the same time maintaining proper distinction between the particulate and dissolved signals. The integral of the \( I_{\text{part}} \) is relatively robust with respect to the choice of \( w \), as long as the integration window is wide enough to include the whole particle event. The \( w \) was set to 3 for the rest of this paper, because it is in most cases enough to include all of the ions in the particle event. The 40 nm Ag particles seem to be less robust than the Au particles. This is because they are the largest particles therefore forming the largest clouds. A wider part of the tail of the particle event will thus produce a measurable signal. It should be noted that there are also notable differences in burst duration between different elements.\(^{11}\) The duration of ion bursts seems not to be any simple function of the ion diffusion coefficient in the plasma, and the reasons for the differences are currently not completely understood.\(^{11}\) Setting \( w \) too small misses a significant bit of the tails of the Gauss curve, while setting it too high “dilutes” the peak with more background, making it less clear again.
Fig. 5 The particle signal as a function of \( w \). The \( I_{\text{part}} \) for each sample is shown as a fraction of its maximum value in these datasets.

**Linear concentration range and size detection limits**

In Fig. 6 it is demonstrated that the number of 40 nm Ag (\( n=5, \ w=3 \)), and 10 and 5 nm Au particles that are detected with the algorithm (\( M=2, \ w=3 \)) increase linearly with concentration (i.e. measured/expected concentration has zero slope as a function of expected concentration). Due to partial dissolution, the samples of 40 nm AgNP contain a significant concentration dissolved analyte that increases as the colloid becomes less diluted. This may obscure the smallest particles from detection, but on the other hand it may produce false positives as well. The result is the notable scattering among the datapoints. Linear response for the AgNP is achieved from concentrations where true particle events dominate over the false positives, to where particle events occur so frequently (> 500 Particles s\(^{-1}\)) that the ion bursts frequently overlap making it difficult to distinguish between one larger, or two or more smaller particles arriving close together (Fig. 6). The DL\(_s\) was set by the noise levels of the \( I_{\text{diss}} \), and it increased from ~ 6 to 15 nm within the linear range.

The detection of AuNP was based on detection of clusters of 2 or more ions. Linear response could be achieved from concentrations where the frequency of true particles events outnumbered the randomly occurring clusters of the \( I_{\text{diss}} \) (Fig. 6), to where the ion bursts began to merge with the increasing \( I_{\text{diss}} \) into a continuous signal (Fig. 1). The ITE limited DL\(_s\) of 6.4 nm was reached in the whole linear range.

The size distributions of the AuNP are shown in Figure 7 (9770 and 9120 particles mL\(^{-1}\) for the 5, and 10 nm AuNP). Note that the apparent modal diameter of the nominally 5 nm particles is ~7 nm. The mean diameter specified by the manufacturer is 5.5 nm, wherefore despite that the particles are not necessarily perfectly spherical; one could expect the concentration to increase with decreasing size until the DL\(_s\). This is because the concentrations of small particles that produce an \( I_{\text{part}} \) of only a few counts are underestimated, because due to noise particles are not always producing the expected number of ions, and the smallest particles are therefore at the risk
of escaping detection. Furthermore, not every burst of detectable size is such that it is recognized as a particle event by the algorithm. This matter is discussed in detail in ESI. Calculations presented in ESI indicate that only ~30% of the Au particles at $DL_s$ (6.4 nm that produce on average 2 counts) are detected and become counted as particle events. Measurements are fully reliable with respect to this type of bias only if the $I_{part} > 10$ ions. The $c_p$ of AuNP reported here are however without any corrections for bias.

Fig. 6 The logarithm of the particle frequency divided by the number concentration, shown as a function of the logarithm of the number concentration of particles. The linear ranges of 5 and 10 nm AuNP are indicated by the solid line, and the 40 nm AgNP by the dashed line box.

Fig. 7 The size distributions of the 5 and 10 nm AuNP measured by FAST. The vertical dashed line indicates the $DL_s$.

**Effect of $t_{dwell}$ on size detection limits**

As long as the whole particle event occurs within one dwell, the ratio of $I_{part}$ to $\sigma_{diss}$ increases, and therefore $DL_s$ decreases with shorter $t_{dwell}$. In conventional spICPMS the choice of $t_{dwell}$ is a
tradeoff between obtaining as low $DL_s$ as possible, and minimizing the frequency of incomplete particle events. In FAST spICPMS where the $t_{dwell}$ is shorter than the duration of the particle events, the situation is also complex, because now $I_{peak}$ will also decrease as the dwells become shorter, because a smaller fraction of the particle event is measured during the peak dwell. The particle events may become more difficult to distinguish if the $I_{peak}$ decreases more rapidly as a function of the decreasing $t_{dwell}$ than the $\sigma_{diss}$. For a given $I_{diss}$ and ITE of an instrument, there is thus an optimum $t_{dwell}$ having the lowest possible $DL_s$. To aid the further development of FAST spICPMS, a model was developed for calculating the optimum $t_{dwell}$.

For the particle event to be detected, the $I_{peak}$ must be $n$ times higher than $\sigma_{diss}$. The $\sigma_{diss}$ as a function of the $I_{diss}$ can be modeled by the following equation:\(^{10}\)

$$\sqrt{\beta I_{diss} + c_{fl}^2 I_{diss}^2} = \sigma_{diss}$$  \hspace{1cm} (1)

The parameter $\beta$ gives the magnitude of the shot noise due to random fluctuations in the ion flux. It assumes the value 1 in the ideal case of ions arriving completely randomly at the detector. The $c_{fl}$ is the flicker factor that takes into account noise due to fluctuations in plasma properties, and in the flux and size distribution of the droplets emerging from the spray chamber. The parameters $\beta$, and $c_{fl}$ were determined to 1.47 and 0.094 respectively by fitting Eqn (1) to the noise levels in dissolved Ag standards (0.1, 1, and 2 ppb, $r^2 = 1.00$).

The criteria for detection can therefore be stated:

$$I_{peak} > n \sqrt{\beta I_{diss} + c_{fl}^2 I_{diss}^2}$$  \hspace{1cm} (2)

If the particle event is assumed to have its peak at the center of a dwell, the $I_{peak}$ can be obtained by integrating the Gaussian ion burst centered at $t=0$ between $\pm 1/2 t_{dwell}$. It results in:

$$I_{peak} = \frac{M_{part}s}{\sigma_{part}\sqrt{2\pi}} \times \int_{-1/2t_{dwell}}^{1/2t_{dwell}} e^{-t^2/2\sigma_{part}^2} dt$$  \hspace{1cm} (3)

Where the $M_{part}$ is the mass of analyte in the particle, and $s$ is the sensitivity defined as counts per mass of analyte entering the plasma. The dissolved signal intensity is given by:\(^{3}\)

$$I_{diss} = t_{dwell} q_{neb} c_{ion} s$$  \hspace{1cm} (4)

where $q$ is the flow rate into the nebulizer, and $c_{ion}$ the mass concentration of dissolved analyte. Combining Eqns 2-4 therefore gives an expression for the smallest detectable mass of analyte in a particle, $M_{\text{min}}$ as a function of $t_{dwell}$ and $c_{ion}$. 
The results produced by Eqn (5) are only meaningful as long as the $I_{\text{peak}}$ of the smallest detectable particle is equal to, or larger than 3, because otherwise the algorithm will resort to cluster detection. In Fig. ESI-4 it is confirmed that for a given $c_{\text{ion}}$, the $DL_s$ predicted by Eqn (5) agree with values that were actually determined by the algorithm in samples containing both dissolved and particulate analyte.

In Fig. 8 the $M_{\text{min}}$ calculated from Eqn (5) and the experimental values determined by the algorithm (40 nm AgNP, 15 900 particles mL$^{-1}$, containing 1.6*10$^{-10}$ g mL$^{-1}$ dissolved Ag), is shown as a function of $t_{\text{dwell}}$. The datasets for the experimental values of $t_{\text{dwell}}$ > 0.1 ms were created by binning together adjacent 0.1 ms dwells. This procedure guarantees that the underlying signal is equal for all $t_{\text{dwell}}$. Both the calculated and experimental data show that the $M_{\text{min}}$ decreases with $t_{\text{dwell}}$ as long as the dwells are longer or comparable in duration with the particle events. Reducing the $t_{\text{dwell}}$ further from its optimum value of ~0.2 ms results instead in an increasing $M_{\text{min}}$. Note that the difference between the experimental and the calculated values increase with $t_{\text{dwell}}$. This is because as the $DL_s$ increases, the smallest particle events become increasingly classified as background signal. These particle events then cause the apparent $\sigma_{\text{diss}}$ to be higher than what could be predicted from Eqn (1).

![Graph](image)

Fig. 8 The $M_{\text{min}}$ as a function of $t_{\text{dwell}}$ calculated from Eqn (5) and determined experimentally by the algorithm.
Fig. 9 The smallest detectable Ag particle diameter as a function of dwell time, and dissolved analyte concentration calculated from Eqn (5). The dashed line box indicates where the detection limit is set low enough for cluster detection to be employed. As is discussed in the text, but not indicated in the figure, the algorithm resorts to cluster detection at very short $t_{dwell}$ for all $I_{diss}$.

In Fig. 9 the Eqn (5) was used for calculating the $DL_s$ as a function of $t_{dwell}$ for a range of dissolved Ag concentrations. The optimal dwell time decreases only little with concentration (From ~ 0.3 ms to 0.2 ms) when the dissolved Ag concentration increase from $10^{-10}$ to $10^{-8}$ g mL$^{-1}$. The $DL_s$ increase sharply for $t_{dwell} < 0.1$ ms. This happens because a given $I_{part}$ is divided among an increasing number of dwells, causing the $I_{peak}$ to decrease faster than the $I_{diss}$. Meanwhile, the decreasing number of background ions collected per dwell will cause the algorithm to switch to cluster detection for $t_{dwell}$ below 7 µs for $10^{-10}$ g mL$^{-1}$ and 70 ns for $10^{-8}$ g mL$^{-1}$. However, such short $t_{dwell}$ are not likely to improve the $DL_s$ for cluster detection either, because setting $t_{dwell} < \sigma_{part}$ is for small particles only likely to introduce dwells with zero intensity during the particle event.

**Conclusions and outlook**

An algorithm for quantifying particle events in spICPMS data acquired with FAST was evaluated. It was found to perform satisfactorily for both a significant, and nearly zero dissolved background signal intensities. The FAST allowed pushing the $DL_s$ to the ITE limited value of a sensitive ICP-SFMS instrument, and made it possible to detect smaller particles than what had previously been reported.

It was concluded that further improvements in size detection limit cannot be achieved by only reducing the dwell time from the 0.1 ms used here. The development should rather focus on improving the ion transmission efficiency of the mass spectrometer. For the instrument used in this work only 0.082 % of the Ag and 0.024 % of the Au ions entering the plasma were detected. However, considerably smaller particles could be detected if the ITE was improved. For instance, a 1 nm Ag particle already delivers 31 atoms to the plasma, which would likely be detectable if the ITE could be improved to around 10%.
It is possible to improve the ITE to more than 1% if the jet sampler cone by Thermo is combined with a high efficiency interface pump, and an aerosol desolvation system. The $I_{dis}$ is proportional to the rate the sample is introduced to the plasma. Combining such high performance sample introduction and interface system with the low sample introduction rates, on the order of $\mu$L min$^{-1}$, that can be attained using micro flow nebulizers, would therefore create a very powerful analytical system for the smallest particles.
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