This is an Accepted Manuscript, which has been through the Royal Society of Chemistry peer review process and has been accepted for publication.

Accepted Manuscripts are published online shortly after acceptance, before technical editing, formatting and proof reading. Using this free service, authors can make their results available to the community, in citable form, before we publish the edited article. We will replace this Accepted Manuscript with the edited and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the Information for Authors.

Please note that technical editing may introduce minor changes to the text and/or graphics, which may alter content. The journal’s standard Terms & Conditions and the Ethical guidelines still apply. In no event shall the Royal Society of Chemistry be held responsible for any errors or omissions in this Accepted Manuscript or any consequences arising from the use of any information it contains.
Graphical Abstract

128x96mm (600 x 600 DPI)
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Fig. 11 RLS-SVM regression results of different datasets generated from sinc function with Gaussian noise
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(c) 45% outliers (143 samples)
62x46mm (600 x 600 DPI)
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Fig. 11 RLS-SVM regression results of different datasets generated from sinc function with Gaussian noise
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### Table 1  The elemental concentrations of the samples

<table>
<thead>
<tr>
<th>No. of sample</th>
<th>No. of Steel Grade</th>
<th>Cu(%)</th>
<th>Zn(%)</th>
<th>Pb(%)</th>
<th>Fe(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BYG199501</td>
<td>96.86</td>
<td>3.06</td>
<td>0.008</td>
<td>0.024</td>
</tr>
<tr>
<td>2</td>
<td>BYG199502</td>
<td>95.1</td>
<td>4.78</td>
<td>0.0236</td>
<td>0.066</td>
</tr>
<tr>
<td>3</td>
<td>BYG199503</td>
<td>94.46</td>
<td>5.26</td>
<td>0.05</td>
<td>0.182</td>
</tr>
<tr>
<td>4</td>
<td>BYG199504</td>
<td>92.7</td>
<td>6.81</td>
<td>0.098</td>
<td>0.336</td>
</tr>
<tr>
<td>5</td>
<td>BYG199505</td>
<td>89.97</td>
<td>9.83</td>
<td>0.0301</td>
<td>0.124</td>
</tr>
<tr>
<td>6</td>
<td>BYG199506</td>
<td>90.76</td>
<td>9.15</td>
<td>0.012</td>
<td>0.051</td>
</tr>
<tr>
<td>7</td>
<td>BYG199507</td>
<td>85.49</td>
<td>14.41</td>
<td>0.0283</td>
<td>0.097</td>
</tr>
<tr>
<td>8</td>
<td>BYG199508</td>
<td>79.1</td>
<td>20.74</td>
<td>0.029</td>
<td>0.098</td>
</tr>
<tr>
<td>9</td>
<td>BYG199509</td>
<td>70.44</td>
<td>29.04</td>
<td>0.132</td>
<td>0.182</td>
</tr>
<tr>
<td>10</td>
<td>BYG199510</td>
<td>69.25</td>
<td>30.66</td>
<td>0.0105</td>
<td>0.016</td>
</tr>
<tr>
<td>11</td>
<td>BYG199511</td>
<td>67.59</td>
<td>32.17</td>
<td>0.06</td>
<td>0.101</td>
</tr>
<tr>
<td>12</td>
<td>BYG199512</td>
<td>66.11</td>
<td>33.72</td>
<td>0.026</td>
<td>0.0353</td>
</tr>
<tr>
<td>13</td>
<td>BYG199513</td>
<td>64.32</td>
<td>35.51</td>
<td>0.0697</td>
<td>0.067</td>
</tr>
<tr>
<td>14</td>
<td>BYG199514</td>
<td>63.42</td>
<td>36.18</td>
<td>0.163</td>
<td>0.140</td>
</tr>
<tr>
<td>15</td>
<td>BYG199515</td>
<td>60.81</td>
<td>38.59</td>
<td>0.294</td>
<td>0.236</td>
</tr>
<tr>
<td>16</td>
<td>BYG199516</td>
<td>57.98</td>
<td>41.04</td>
<td>0.591</td>
<td>0.427</td>
</tr>
</tbody>
</table>

### Table 2  The selected analytical lines of the Cu

<table>
<thead>
<tr>
<th>Number</th>
<th>Atom/ion</th>
<th>Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CuI</td>
<td>261.837</td>
</tr>
<tr>
<td>2</td>
<td>CuI</td>
<td>282.437</td>
</tr>
<tr>
<td>3</td>
<td>CuI</td>
<td>296.116</td>
</tr>
<tr>
<td>4</td>
<td>CuI</td>
<td>427.511</td>
</tr>
<tr>
<td>5</td>
<td>CuI</td>
<td>458.695</td>
</tr>
<tr>
<td>6</td>
<td>CuI</td>
<td>570.024</td>
</tr>
<tr>
<td>7</td>
<td>CuI</td>
<td>578.213</td>
</tr>
<tr>
<td>8</td>
<td>CuII</td>
<td>204.38</td>
</tr>
<tr>
<td>9</td>
<td>CuII</td>
<td>221.027</td>
</tr>
<tr>
<td>10</td>
<td>CuII</td>
<td>224.7</td>
</tr>
</tbody>
</table>
### Table 3  Prediction results of different models for Cu concentration

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE(%)</th>
<th>MRE(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLS</td>
<td>10.569</td>
<td>9.78</td>
</tr>
<tr>
<td>SVM</td>
<td>8.237</td>
<td>8.95</td>
</tr>
<tr>
<td>LS-SVM</td>
<td>6.164</td>
<td>7.59</td>
</tr>
<tr>
<td>WLS-SVM</td>
<td>3.895</td>
<td>5.21</td>
</tr>
<tr>
<td>RLS-SVM</td>
<td>1.537</td>
<td>1.73</td>
</tr>
</tbody>
</table>

### Table 4  Comparison of different weighting scheme for LIBS predictions

<table>
<thead>
<tr>
<th>Weighting schemes</th>
<th>The average values of RSD (%)</th>
<th>RMSE (%)</th>
<th>Iteration times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huber</td>
<td>6.62</td>
<td>4.172</td>
<td>20</td>
</tr>
<tr>
<td>Hampel</td>
<td>6.39</td>
<td>3.895</td>
<td>4</td>
</tr>
<tr>
<td>Logistic</td>
<td>3.85</td>
<td>2.231</td>
<td>10</td>
</tr>
<tr>
<td>Myriad</td>
<td>3.02</td>
<td>1.556</td>
<td>26</td>
</tr>
<tr>
<td>The proposed function</td>
<td>3.06</td>
<td>1.537</td>
<td>5</td>
</tr>
</tbody>
</table>

### Table 5  The influence of different proportions of outliers on the regression results

<table>
<thead>
<tr>
<th>Outliers proportion</th>
<th>RMSE</th>
<th>MRE</th>
<th>SKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>15%</td>
<td>0.7887</td>
<td>1.4685</td>
<td>0.3828</td>
</tr>
<tr>
<td>30%</td>
<td>1.0088</td>
<td>1.6171</td>
<td>0.5591</td>
</tr>
<tr>
<td>45%</td>
<td>1.3721</td>
<td>3.8815</td>
<td>1.6033</td>
</tr>
</tbody>
</table>

### Table 6  The effect of the number of samples against the regression results

<table>
<thead>
<tr>
<th>Number of samples</th>
<th>RMSE</th>
<th>MRE</th>
<th>SKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>0.8261</td>
<td>1.6737</td>
<td>0.5122</td>
</tr>
<tr>
<td>143</td>
<td>0.8502</td>
<td>1.5365</td>
<td>0.3295</td>
</tr>
<tr>
<td>286</td>
<td>1.1459</td>
<td>1.6287</td>
<td>0.4097</td>
</tr>
</tbody>
</table>
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1 Introduction

Laser Induced Breakdown Spectroscopy (LIBS) is a type of atomic emission
spectroscopy which has well-known advantages of low requirement of sample preparation, micro-destructiveness, short measurement time and suitability of multi-element analysis in situ [1-3].

Although LIBS quantitative analysis technique has a wide application [4-6], the accuracy of LIBS quantitative analysis is affected by the fluctuation of spectral data due to poor repeatability of LIBS measurement [7-8]. The spectral data fluctuation problem in the LIBS analysis is caused by a few complicated factors such as laser pulse fluctuation, inhomogeneity of sample composition, instability of plasma position, variation of focus depth, environmental noise, instrumental errors and operational errors. In order to enhance the accuracy of the quantitative regression analysis, the simplest and most frequently applied method is to improve the consistency of spectral data by averaging the spectral intensities of multiple measured emission signals [9-10]. Ideally, the spectral intensities of the LIBS spectra collected from a number of laser shot on the surface of one same sample should strictly obey normal distribution. In reality, the spectral intensities only follow an approximate normal distribution, in which some outliers with particularly large or small values may exist. Thus, the averaging results will be inaccurate especially when the outliers deviate severely from the normal values. Currently, the common method to deal with the outliers in the quantitative regression analysis is to preprocess the spectral data before building the regression model. The common preprocessing techniques include the normalization and standardization of the spectrum [11-13], the optimization of the plasma characteristic parameters [14]. However, a great deal of priori knowledge is required and some parameters have to be determined by numerous trial-and-error tests. A different and more feasible way is to build a robust regression model to tolerate the fluctuation [15-17] of spectral data. In this paper, a LIBS quantitative regression analysis method based on RLS-SVM is proposed in order to reduce the negative effects caused by the abnormal data through enhancing the robustness and error tolerance of the regression model itself.

The regression model is the core of LIBS quantitative analysis method with calibrated curves of standard samples. The regression model is built or trained to describe the relationship between the elemental concentrations and the analytical spectral intensities of emission spectra collected from the plasma. The multivariate techniques of principal component regression (PCR) [18], partial least squares regression (PLS) [19], random forest regression (RFR) [20] have been used in LIBS
quantitative analysis. The methods of both PCR and PLS are linear regression models which may not be suitable for describing the nonlinear relationship between the spectral line intensities and the elemental concentrations, especially for the samples with high elemental concentrations. Zhang et al. [20] reported that RFR had a better performance potential in LIBS quantitative analysis compared with the methods of SVM and PLS when a feature spectral band was regarded as the input variables and a preprocessing of smoothing and de-noising of the spectra was made before modeling. However, the predictive ability of RFR method highly depends on the two parameters, the number of the trees in the forest and the number of the peaks randomly selected as the candidates for splitting at each node [20]. A desired regression model not only should be robust since the measured spectral intensities may fluctuate even under the same condition, but also should have nonlinear fitting ability [21-22] because the relationship between the elemental concentrations and the analytical spectral intensities usually exhibits strong nonlinearity due to the matrix effect, the absorption effect and the influence of background radiation. The Support Vector Machine (SVM) [23] and its improved variations, such as Least Squares Support Vector Machine (LS-SVM) [24] and Weighted Least Squares Support Vector Machine (WLS-SVM) [25], are the most commonly used nonlinear regression models for limited samples based on structural risk minimization. Structural risk minimization (SRM) is an inductive principle of use in machine learning. Commonly in machine learning, a generalized model must be is usually established selected from a finite training data set, with the consequent problem of overfitting, that is, the model becoming too strongly tailored to the particularities of the training set and generalizing poorly to new data. The SRM principle addresses this problem by balancing the model's complexity against its success at fitting the training data. The SVM method has already been widely used in LIBS quantitative analysis [26-30]. A spectral algorithm based on SVM was used as a classifier to automatically identify areas with aluminum presence [26]. Pokrajac et al.[27] utilized the SVM method in automatic classification of LIBS data of protein biomarker solutions. SVM was used in advanced statistical analysis of LIBS data to discriminate sedimentary rocks [28]. SVM classification of suspect powders using LIBS spectral data was proposed by Cisewski et al.[29]. Yu et al. proposed an approach to polymer identification by LIBS with adjusting spectral weightings and SVM aiming at improving the identification accuracy [30]. In the current applications in LIBS, SVM is usually used as a statistical tool. But, the
predictions of SVM model are easy to be influenced by abnormal data [31]. Therefore, more robust statistical model should be considered in LIBS quantitative analysis. The WLS-SVM has a better model robustness than SVM. However, the weighting strategy of WLS-SVM is rigid and does not consider the actual data distribution. The predictions of WLS-SVM regression model will be poor when the percentage of the abnormal data is large. Traditional robust learning is to find ways of reducing the effects of outliers. The idea of such an approach is to minimize the values of weights during the process of minimizing errors. Thus, the weighting function has a great importance in improving the model robustness. Brabanter et al. [32] compared four commonly used weighting functions, the Myriad, Huber, Hampel and Logistic weighting function, according to their performance in providing model robustness and fast convergence. Based on WLS-SVM, an improved regression model named Robust Least Square-Support Vector Machine (RLS-SVM), which has a new segmented weighting scheme, is proposed for LIBS quantitative analysis, to handle with the abnormal data according to the actual spectral intensity distribution.

The proposed RLS-SVM regression model was tested in the copper concentration analysis experiments of 16 certified standard brass samples. The experimental results showed that the RLS-SVM model had a good performance in suppressing the negative effect caused by the data fluctuation of multiple measurements and the average values of Relative Standard Deviation (RSD) obtained from the RLS-SVM model was 3.06%, the root mean square prediction error (RMSE) was 1.537%. All of which were better compared with the WLS-SVM and the LS-SVM regression model. Also, it was demonstrated that the improved weighting function had better comprehensive performance in model robustness and convergence speed, compared with the known four weighting functions.

2 Theory

2.1 Data fluctuation in LIBS measurement

LIBS technology is sensitive to the measurement parameters, such as the laser energy, the plasma volume, the background radiation and the instrumental error etc. The distribution of spectral lines intensity of CuI427.511nm in the LIBS spectra collected from 120 times laser shot on the same position of the standard sample BYG199506 in which the concentration of Cu is 90.76%, is shown in Fig.1. The histogram of spectral line intensity distribution is shown in Fig.1(a) and the normal probability plot is drawn in Fig.1(b). In the practice of quantitative analysis of LIBS, a
number of measurements are usually implemented in order to obtain a relatively stable and correct spectrum. Averaging is the most often used technique to deal with the data fluctuation problem in the multiple measured spectra. However, the distribution of analytical line intensities in the measured spectra from multiple tests forms only an approximate normal distribution. In a normal probability plot (also called a "normal plot"), the sorted data are plotted vs. values selected to make the resulting image look close to a straight line if the data are approximately normally distributed. Deviations from a straight line suggest departures from normality. From Fig. 1 we can find that there are some outliers whose values are relatively large or small and do not fit the normal distribution. It is a significant task to determine how to select or prepare the model training dataset from the collection of the spectra of multiple measurements. The existence of outliers brings challenges to the averaging technique because before applying the averaging technique, the outliers must be dropped by proper statistical methods, in which careful consideration should be taken when determining the threshold parameters of outliers. In this paper, a feasible alternative, that is to put all the measured results into the training dataset but give each value a weight according to its credibility in the whole distribution, is proposed and developed.

[Fig. 1  Data fluctuation of spectral intensities in 120 times of LIBS measurements at a same position of the surface of 6# sample (BYG199506)]

[(a) Frequency histogram of spectral intensities in 120 repetitions of measurement]  
[(b) The normal probability plot of the intensities of multiple measurements]

2.2 The regression model based on the Weighted Least Squares Support Vector Machine

The main idea of quantitative analysis method with calibration curves of standard samples is to establish a statistical regression model between the elemental concentrations and spectral intensities. In the quantitative analysis of LIBS, for the j-th training standard sample, a set of input-target pairs \( \{x_k, y_j\}_{k=1}^N \), \( x_k \in \mathbb{R}^d \), \( y_j \in \mathbb{R} \), \( j = 1 \ldots M \), where \( x_k \) and \( y_j \) denote the analytical line intensities and the corresponding elemental concentrations respectively, \( N \) is the number of measurements for each sample, \( M \) is the number of samples, \( d \) is the number of the analytical lines, will be used to train the regression model.

In the Weighted Least Squares Support Vector Machine, the regression model
can be considered as the following optimization problem in primal weight space[25]:

$$\min J = \frac{1}{2} w w^T + \frac{1}{2} \sum_{k=1}^{N} v_k e_k^2$$  \hspace{1cm} (1)

subject to \( w^T \Phi(x_k) + b + e_k = y_k \)

where \( J \) is the cost function, \( \Phi(x) \) is a function which maps the input space into a so-called higher dimensional feature space, \( w \) is the weight vector in primal weight space, \( e_k \) is the error variable, \( b \) is the bias term, \( \gamma \) is a regularization term and \( v_k \) is the weight.

With a Lagrangian multipliers \( \alpha_k \), Eq. (1) can be rewritten as

$$L = \frac{1}{2} w w^T + \frac{1}{2} \sum_{k=1}^{N} v_k e_k^2 - \sum_{k=1}^{N} \alpha_k [w^T \Phi(x_k) + b + e_k - y_k]$$  \hspace{1cm} (2)

The conditions for optimality are given by

$$\begin{align*}
\frac{\partial L}{\partial w} &= 0 \rightarrow w = \sum_{k=1}^{N} \alpha_k \Phi(x_k) \\
\frac{\partial L}{\partial b} &= 0 \rightarrow \sum_{k=1}^{N} \alpha_k = 0 \\
\frac{\partial L}{\partial e_k} &= 0 \rightarrow \alpha_k = \gamma v_k e_k \\
\frac{\partial L}{\partial \alpha_k} &= 0 \rightarrow w^T \Phi(x_k) + b + e_k - y_k = 0
\end{align*}$$  \hspace{1cm} (3)

After elimination of \( w, \ e_k \), one obtains the solution[25]

$$\begin{bmatrix} 0 \\ 1 \end{bmatrix} \begin{bmatrix} 1 & \Omega + V_\gamma \\ \Omega \end{bmatrix} \begin{bmatrix} b \\ \alpha \end{bmatrix} = \begin{bmatrix} 0 \\ y \end{bmatrix}$$  \hspace{1cm} (4)

where \( y = [y_1, \ldots, y_N]^T \), \( 1 = [1, \ldots, 1_N]^T \), \( \alpha = [\alpha_1, \ldots, \alpha_N]^T \), \( V_\gamma = \text{diag} \left\{ \frac{1}{\gamma v_1}, \ldots, \frac{1}{\gamma v_N} \right\} \), \( \Omega = \{ \Omega_{kl} | k, l = 1, \ldots, N \} \), \( \Omega_{kl} = \Phi(x_k) \Phi(x_l) = K(x_k, x_l) \). Therefore, the resulting WLS-SVM model for function estimation becomes \( y = \sum_{k=1}^{N} \alpha_k K(x, x_k) + b \). Where \( K(\cdot, \cdot) \) is the kernel function and the Gaussian kernel function defined by Eq.(5) is
normally used, where $\delta$ is the kernel parameter:

$$K(x_i, x_j) = \exp(-\|x_i - x_j\|^2 / \delta^2) \quad (5)$$

The choice of the weight $v_k$ is determined based upon the error variable $e_k = \alpha_k / \gamma$ and the value is obtained by taking:

$$v_k = \begin{cases} 1 & |r| < c_1 \\ \frac{c_2 - |r|}{c_2 - c_1} & c_1 < |r| < c_2 \\ 10^{-4} & \text{other} \end{cases} \quad (6)$$

where $r = e_k / s$, $s = 1.483 \text{MAD}(e_k)$ is a robust estimate of the standard deviation of the WLS-SVM error variables, $\text{MAD}(e_k) = \text{med}(|e_k - \text{med}(e_k)|)$ stands for the median absolute deviation, $\text{med}$ stands for median. The constants $c_1$ and $c_2$ are typically chosen as $c_1 = 2.5$ and $c_2 = 3$ [25].

The WLS-SVM model has two shortcomings. First, the result can’t converge by means of iterative calculation because the residual vector is defined as $e_k = \alpha_k / \gamma$ where $v_k$ was not involved in calculation. Second, the model’s prediction ability is poor when the quantity of abnormal data among the training dataset is large.

2.3 The regression model based on Robust Least Squares Support Vector Machine

Based on the WLS-SVM, the main improvements of the proposed RLS-SVM include two aspects. First, different from the WLS-SVM, the new calculated residual vector is $e_k = \alpha_k / v_k \gamma$. Thus, the information of the weight variable $v_k$ could be taken into consideration during the iterative optimization process and the residual vector could be updated according to the adjustment of the weight variable. Second, when the error variable $e_k$ does not satisfy the normal distribution, a novel segmented weighting function $\mu_k$ defined in Eq. (7), which is originated from an adaptive factor of robust filtering for kinematic geodetic positioning [33], is put forward to replace the old function $v_k$ in Eq. (6).
In Eq. (7), $r = \frac{e_i}{s}$, $s = 1.483 \text{MAD}(e_i)$ is a robust estimate of the standard deviation of the RLS-SVM error variables. The parameters are typically chosen as $k_0 = 1.5$ and $k_1 = 2.5$, on account that the probabilities of residual errors beyond the scope of $\pm 1.5\sigma$ and $\pm 2.5\sigma$ are 0.13 and 0.01 respectively, where $\sigma$ stands for the standard deviation. The segmented weighting function is divided into three parts: retaining weights area corresponding to the credible data, dropping weights area corresponding to the suspicious data and eliminating area corresponding to the outliers. The weighting function is bounded, segmented, continuous and efficient. Schematic diagrams of different weighting functions are shown in Fig. 2. Fig. 2(a) illustrates the weighting function of WLS-SVM and Fig. 2(b) demonstrates the segmented weighting function of RLS-SVM. For a series of spectra collected from the multiple LIBS measurements, draw the distribution of the analytical line intensities firstly, and then assign the weights for each spectrum according to Eq. (7). For the main body of the measurements whose spectral intensities are within the range of $\pm 1.5\sigma$, the weights should be set as 1; for the measurements whose spectral intensities are within the range between $\pm 1.5\sigma$ and $\pm 2.5\sigma$, the weights should be set as dropping weights according to Eq. (7); and for the outliers which are out of the range of $\pm 2.5\sigma$, the weights should be set as zero which means the outliers should be removed from the training dataset. Compared with weighting function defined in Eq. (6), the segmented weighting scheme in RLS-SVM has slower dropping weights for the suspicious measured data and directly eliminates the outliers other than assigns a relatively small weight. The parameters $k_0$ and $k_1$ are selected according to the characteristic of norm distribution.

The calculation steps of the proposed RLS-SVM regression model in LIBS quantitative analysis are as follows:
Step1: For $N$ measurements of $M$ different spectral standard samples, a set of total input-target pairs $\{x_k, y_k\}_{k=1}^P$, $P = M \cdot N$, $x_k \in R^d$, $y \in R$, are used to train the regression model according to Eq. (1) to Eq. (4). Where $x_k$ and $y_k$ denote the analytical line intensities and the corresponding elemental concentrations respectively, $d$ is the number of the analytical lines. The appropriate regularization parameter $\gamma$ and kernel parameter $\delta$ can be achieved by cross validation method. The initial weight is $\mu_k=1$.

Step2: Calculate the residual vector $e_k = [\alpha_k / (\mu_k \cdot \gamma)]$ and the robust estimate of the error variables $s = 1.483 \text{MAD}(e_k)$ for each standard samples, where $i$ is the number of iteration.

Step3: $r^{(i)}$ can be calculated by $r^{(i)} = e_k^{(i)}/s$ and the weighting vector can be obtained from Eq. (7) for each standard samples.

Step4: The fitted regression model is $g^{(i)}(x) = \sum_{k=1}^P \alpha_k^{(i)}K(x, x_k) + b^{(i)}$, whose solution can be obtained according to Eq. (4).

Step5: The termination condition of the iterative optimization is $max(\left|\alpha_k^{(i)} - \alpha_k^{(i-1)}\right|) \leq \varepsilon$, where $\varepsilon$ is a small enough positive number. If the condition is satisfied, stop the iteration and the robust regression model obtained in Step 4 is the final quantitative analysis model; otherwise, return to step2 and continue the optimization iteration.

Step6: The elemental concentration predictions for a given $x$, can be computed by $y = \sum_{k=1}^P \alpha_k^{(i)}K(x, x_k) + b^{(i)}$.

3 Experimental Setup

The schematic drawing of the LIBS experimental setup used in this investigation is shown in Fig. 3. The LIBS device used in the experiment was the Spectrolaser 4000(XRF, Australia). The laser source employed was a Q-switched Nd:YAG laser with a wavelength of 532 nm, energy of 0-190 mJ per pulse, a pulse duration of 5 ns and a maximum repetition rate of 10 pulse/s. The laser source was focused on the
sample through a 50mm focal lens. The integration time of the detection system is
fixed at 1ms. The distance between the focal lens and the sample surface is about
49.5mm. The plasma-emitted radiation was collected with a condenser, which was
connected to the detection system. The detection system was composed of 4
Czerny-Turner spectrometers and CCD detectors which covered the spectral range
from 190 to 940nm, giving a nominal resolution of 0.09nm. The optimal laser energy
and delay time were set as 100 mJ/pulse and 2us respectively, to ensure the measured
spectrum could have a high signal-to-background ratio.

[Fig3  Schematic experimental setup of LIBS measurement]

The samples investigated in this paper were 16 pieces of standard certified brass
samples from CISRI (Central Iron & Steel Research Institute, China). The main
elements contained in the samples are Cu, Zn, Pb and Fe, etc. The compositions of
samples are listed in Table 1 in the descending order of the weight percentage
concentrations of Cu. The element of cuprum was taken as the main analytical target
in the experiments. Among the samples, the highest concentration of Cu is 96.86%
and the lowest is 57.98%. The even-numbered samples were used to train the LIBS
quantitative analysis model. The rest samples with odd serial numbers were used to
test the quantitative analysis model. Before data collection, the sample surface was
carefully cleaned using ethanol and dried in air. The main purpose of the experiments
was to verify whether the proposed LIBS quantitative analysis method based on
RLS-SVM could effectively reduce the influence caused by the fluctuations of
spectral data. Therefore, for each standard sample, the beam of the pulsed laser was
focused on the sample surface successively for multiple 40 times and the emission
radiation were collected for each repetition. Fig.4 shows one LIBS spectrum
measured in the experiments.

<table>
<thead>
<tr>
<th>No. of sample</th>
<th>No. of Steel Grade</th>
<th>Cu(%)</th>
<th>Zn(%)</th>
<th>Pb(%)</th>
<th>Fe(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BYG199501</td>
<td>96.86</td>
<td>3.06</td>
<td>0.008</td>
<td>0.024</td>
</tr>
<tr>
<td>2</td>
<td>BYG199502</td>
<td>95.1</td>
<td>4.78</td>
<td>0.0236</td>
<td>0.066</td>
</tr>
<tr>
<td>3</td>
<td>BYG199503</td>
<td>94.46</td>
<td>5.26</td>
<td>0.05</td>
<td>0.182</td>
</tr>
<tr>
<td>4</td>
<td>BYG199504</td>
<td>92.7</td>
<td>6.81</td>
<td>0.098</td>
<td>0.336</td>
</tr>
</tbody>
</table>
4 Experimental analysis results

The correct selection of analytical lines is an important step to guarantee the accuracy of quantitative analysis. The rules of the analytical line selection adopted here are as follows. First, the lines which have interference with the adjacent lines of other emission species must be avoided; Second, the lines which have larger possibilities of self-absorption, such as resonant lines, should not be selected. The lines which were clearly separated from other adjacent lines and have high signal-to-background ratios were chosen as analytical lines in consideration of the larger elemental concentration listed in Table 1. Finally, 10 analytical lines of Cu element were determined as shown in the Table 2 according to the above rules. The wavelengths described in the paper are referred to the identification results by comparing the measured spectra with the reference values in the NIST database [34].

<table>
<thead>
<tr>
<th>Number</th>
<th>Atom/ion</th>
<th>Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CuI</td>
<td>261.837</td>
</tr>
<tr>
<td>2</td>
<td>CuI</td>
<td>282.437</td>
</tr>
<tr>
<td>3</td>
<td>CuI</td>
<td>296.116</td>
</tr>
<tr>
<td>4</td>
<td>CuI</td>
<td>427.511</td>
</tr>
<tr>
<td>5</td>
<td>CuI</td>
<td>458.695</td>
</tr>
<tr>
<td>6</td>
<td>CuI</td>
<td>570.024</td>
</tr>
</tbody>
</table>
After the determination of the analytical lines, the fluctuations of analytical lines spectral intensities need to be considered. The main index used to evaluate the degree of the data fluctuation is the RSD. A greater RSD value stands for greater data fluctuations. Fig. 5 describes the fluctuations of spectral intensity of the line at Cu I 427.511 nm in the ahead of 19 times measurement from a same place of the standard sample BYG119504. The horizontal axis represents the different measurements and vertical axis represents the spectral line intensity. It can be seen that the spectral intensities fluctuate within a certain range during the process of continuous measurements. As seen in Fig. 6, the RSDs of the spectral intensity of the line at Cu I 427.511 nm for all the 16 standard samples fluctuate within the range from 16.59% to 5.62%.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>CuI</td>
<td>578.213</td>
</tr>
<tr>
<td>8</td>
<td>CuII</td>
<td>204.38</td>
</tr>
<tr>
<td>9</td>
<td>CuII</td>
<td>221.027</td>
</tr>
<tr>
<td>10</td>
<td>CuII</td>
<td>224.7</td>
</tr>
</tbody>
</table>

The spectral intensities of the selected 10 analytical lines listed in Table 2 were regarded as the input variables for each sample in the quantitative analysis model based on RLS-SVM. For each sample, multiple measurements were carried out and a series of spectra were obtained. The 10 analytical line intensities in all the measured spectra formed spectral data matrix for each sample. The spectral data matrices of all the samples were used to train the regression model. In the experiments, the Kernel parameter was 5.75 and regularization parameter γ was 1.05 by leave-one-out cross-validation techniques. The maximal iterations number was set as 100 by the convergence requirement. In order to evaluate the effectiveness the proposed method, the root mean square error (RMSE) and the mean relative error (MRE) were used as the evaluation indicators.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (C_i - \mu_i)^2}
\]  

(8)
In Eq. (8) to Eq. (9), $C_i$ is the certified elemental concentration of Cu of the $i$-th sample, $\mu_i$ is the predicted elemental concentration of the $i$-th sample by the quantitative analysis model, $n$ is the number of the samples.

4.1 Experiments on different model inputs

In the experiments, the training samples consisted of 8 even-numbered samples and the samples for model testing included the other 8 odd-numbered samples. For each sample, 40 emission spectra were collected from 40 times of focusing laser on a same spot on the sample surface. In order to compare the influence of different inputs on the predicting results of the RLS-SVM regression model, 6 cases of different form of inputs were considered in the experiments. In case 1, the analytical line intensities of all the measured spectra from multiple measurements were taken as the input variables. In case 2, the analytical line average intensities of all the 40 measured spectra were regarded as the input variables. In case 3 to case 6, the analytical line average intensities of the first to 10th, the 11th to 20th, the 21th to 30th, the 31th to 40th measured spectra were regarded as the input variables, respectively. Fig. 7 demonstrates the RMSE of the regression model predictions in the above 6 cases. It can be seen that in case 1 the RMSE has the smallest value which means that taking the analytical lines of all the measured spectra as the input variables of the model is helpful to enhance the accuracy of prediction. It can be explained from two aspects. First, all the measured spectra contain more useful information than the average value. Second, the average value is more vulnerable to abnormal data.

![Fig.7 The RSD values of predictions by different input variables](image)

4.2 The distribution of error variable $e_k$ in LIBS quantitative analysis

The multiple measurements of standard samples #1 is utilized to test the distribution of error variable $e_k$ and the analytical lines are determined as shown in Table2. The LS-SVM regression model is chosen according to Eq. (1) to Eq. (4) and the initial weight is $\mu_k=1$. The histogram of error variable $e_k$ distribution is shown in Fig.8(a) and Fig.8(b) demonstrates the test of normal distribution. From Fig.8 we can
find that the error variable $e_k$ doesn’t from normal distribution strictly and there are some abnormal data. Therefore, the weighting function is proposed for the purpose of reducing the weights of abnormal data and improving the model robustness.

4.3 Experiments on different regression models

The effectiveness of the proposed quantitative analysis method based on RLS-SVM model was investigated by a comparative study of the methods based on different models including the PLS model, the standard SVM model, the LS-SVM model and the WLS-SVM model. In the experiments, the analytical line intensities of all the 40 measured spectra were taken as the input variables of all the regression models. Fig. 9 shows the predictions of the WLS-SVM regression model and the RLS-SVM regression model respectively for pulse-to-pulse measurement spectral data. As shown in Fig. 9, the RLS-SVM model has better accuracy of prediction than the WLS-SVM model. Also, the smaller distribution range of predictions also shows that the RLS-SVM model has better reliability and robustness than the WLS-SVM model. Figure 10 shows the RSD values of the predictions of the WLS-SVM model, and the RLS-SVM model. The average values of RSD of the WLS-SVM model and the RLS-SVM model are 6.39% and 3.06% respectively, which indicates the RLS-SVM model is able to improve the predicting capability by reducing the negative influence of the spectral data fluctuation.

It is necessary to further evaluate the accuracy of quantitative analysis by $RMSE$ and $MRE$. The comparison results are listed in Table 3 from which we also can conclude that the proposed new quantitative analysis method RLS-SVM has better prediction accuracy and generalization ability compared with the other regression models. The possible reasons include that a) the PLS model belongs to linear regression methods and has a poor ability to deal with nonlinear problem, b) both the SVM and LS-SVM model lack robustness relative to the abnormal data, and c) the scheme of weighting function in the WLS-SVM does not consider the actual
distribution of the measured spectral data.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Prediction results of different models for Cu concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>RMSE(%)</td>
</tr>
<tr>
<td>PLS</td>
<td>10.569</td>
</tr>
<tr>
<td>SVM</td>
<td>8.237</td>
</tr>
<tr>
<td>LS-SVM</td>
<td>6.164</td>
</tr>
<tr>
<td>WLS-SVM</td>
<td>3.895</td>
</tr>
<tr>
<td>RLS-SVM</td>
<td>1.537</td>
</tr>
</tbody>
</table>

The weighting scheme is a critical procedure of robust regression model. As mentioned in ref [32], there are four weight functions often used in regression. According to the conclusions in ref [32], the Logistic and Myriad weights are suitable reweighting schemes when outliers are present in the data and the Myriad shows better performance over the others in the presence of extreme outliers. However, the effectiveness of Myriad weighting function was restricted by the selection of function parameter, which will cost a heavy workload. In ref [32], the simulated example and real life data sets demonstrated that the Myriad weight function is highly robust against (extreme) outliers but has a slow speed of convergence. A comparative study of different weighting schemes for LIBS quantitative analysis was carried out and the results were listed in Table 4. It is noteworthy that the Hampel function is equivalent to the original weighting function of WLS-SVM defined in Eq.6 when the parameter was set as $b_1 = 2.5, b_2 = 3$. The experimental results showed that although the Myriad function had a smallest RSD value, its number of iteration times for algorithm convergence was the largest, which meant the largest workload of computation. From Table 4, it can be found that a good compromise among speed of convergence, robustness and accuracy can be achieved by using the proposed weighting function, which indicates that the proposed RLS-SVM model has a better potential in LIBS quantitative analysis, especially in the situation of real-time analysis.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Comparison of different weighting scheme for LIBS predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighting schemes</td>
<td>The average values of RSD (%)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Huber</td>
<td>6.62</td>
</tr>
<tr>
<td>Hampel</td>
<td>6.39</td>
</tr>
</tbody>
</table>
5 Discussions

When predicting the concentrations of the test samples, the variables input into the trained regression models in the experiments listed above were also set as the analytical line intensities of all the 40 measured spectra of each test sample. However, it must be claimed that in practical applications it is not easy to determine how many times of measurements should be carried out to achieve the best prediction accuracy. It is beneficial to improve the efficiency of the online LIBS quantitative analysis in industrial situations with the least necessary number of the multiple measurements. Therefore, developing a robust regression model is important to LIBS quantitative analysis. This is the aim of the proposed RLS-SVM regression model. In the training stage, multiple LIBS measurements of each sample could be performed to train the regression model by the spectral data with fluctuations. Once the regression model is trained, in the predicting stage, a reduced number of measurements are needed because the regression model is robust and can guarantee the prediction accuracy by tolerating the fluctuations of the spectral data.

The weighting scheme selection is important in building LIBS robustness regression model. The mentioned Myriad function also has a good robustness and prediction accuracy. However, it is worthy mentioning that the selection of function parameter is too complex and its iteration times are larger than the others.

Cui et al. also proposed a method of adaptive weighted least square support vector machine regression integrated with outlier detection and achieved successful application in quantitative structure–activity relationship (QSAR) [35]. However, outlier detection is an important preprocess of Cui’s method. In the proposed method, it is not necessary to remove outliers before building the regression model, because the segmented weighting function and iterative weighting scheme can handle with the outliers automatically. Therefore, the proposed method is more appropriate and practical for LIBS quantitative analysis in industrial environment, especially in the situation of real-time analysis.

The RLS-SVM method is improved based on WLS-SVM. In order to assess the
performance of the algorithm against data variability, datasets generated from the sinc function with Gaussian noise are used for evaluation. First, three datasets which contain 15%, 30% and 45% outliers respectively are tested. In the three datasets, the number of samples is all 143. The Fig.11 (a), Fig.11 (b), Fig.11(c) and Table5 demonstrated the influence of different proportions of outliers on the regression results. Second, another three datasets in which the numbers of sample are 72, 143 and 286 respectively are used in the experiment. In the three datasets, the proportion of outliers is all 25%. The Fig.11 (d), Fig.11 (e), Fig.11 (f) and Table6 illustrated the effect of the number of samples against the regression results. It is worthy mentioned that the value SKE in Table5 and Table 6 stands for the symmetry of the distribution of the sample which can be used for evaluating how skewed the data will be. The experimental results showed that the effectiveness of RLS-SVM model will be reduced with the increase of the proportion of outliers and have small fluctuation when the number of samples vary. Also, it can be found from Table 5 and Table6 that a larger SKE of data indicates a larger predictive error.

Fig. 11 RLS-SVM regression results of different datasets generated from sinc function with Gaussian noise
Table 5 The influence of different proportions of outliers on the regression results

<table>
<thead>
<tr>
<th>Outliers proportion</th>
<th>RMSE</th>
<th>MRE</th>
<th>SKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>15%</td>
<td>0.7887</td>
<td>1.4685</td>
<td>0.3828</td>
</tr>
<tr>
<td>30%</td>
<td>1.0088</td>
<td>1.6171</td>
<td>0.5591</td>
</tr>
<tr>
<td>45%</td>
<td>1.3721</td>
<td>3.8815</td>
<td>1.6033</td>
</tr>
</tbody>
</table>

Table 6 The effect of the number of samples against the regression results

<table>
<thead>
<tr>
<th>Number of samples</th>
<th>RMSE</th>
<th>MRE</th>
<th>SKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>0.8261</td>
<td>1.6737</td>
<td>0.5122</td>
</tr>
<tr>
<td>143</td>
<td>0.8502</td>
<td>1.5365</td>
<td>0.3295</td>
</tr>
<tr>
<td>286</td>
<td>1.1459</td>
<td>1.6287</td>
<td>0.4097</td>
</tr>
</tbody>
</table>

6 Conclusions

This paper proposed a robust quantitative analysis method based on RLS-SVM regression model in order to reduce the negative influence of the spectral data fluctuation and enhance the prediction accuracy of LIBS quantitative analysis method with calibration curves of standard samples. The significance of this article reflects on two aspects. On the one hand, the concept of improving the model robustness is proposed to handle with the abnormal data and outliers in LIBS quantitative analysis. On the other hand, an improved segmented weighting function according to the actual statistical distribution of spectral data in multiple measurements is introduced, which can keep the spectral information of the credible measurements to the maximum and suppress or eliminate the spectral information of the suspicious or abnormal measurements.

The effectiveness of the proposed method was verified by the quantitative analysis experiments of 16 certified standard brass samples. The experimental results demonstrated that taking the analytical line intensities of multiple measurements as the model input variables can effectively improve the robustness and prediction accuracy of the regression model. In the experiments, with the proposed RLS-SVM method, the root mean square error of predicted Cu concentration was 1.537% and the average relative error of the prediction was 1.73% which was better than the results obtained by the quantitative analysis methods based on PLS, SVM, LS-SVM and
WLS-SVM. The RSD value of the predictions of the proposed RLS-SVM was smaller
than the WLS-SVM model, which indicated that the proposed method had better
robustness to spectral data fluctuations. Also, the results of the comparative study
demonstrated that the proposed weighting scheme had better performance with a
compromise among speed of algorithm convergence, model robustness and prediction
accuracy.
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