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This paper discusses our recent results on plasma-based CO2 conversion, 

obtained by a combination of experiments and modeling, for a dielectric 

barrier discharge (DBD), a microwave plasma and a packed bed DBD 

reactor. The results illustrate that plasma technology is quite promising for 10 

CO2 conversion, but more research is needed to better understand the 

underlying mechanisms and to further improve the capabilities. 

1 Introduction 

The conversion of greenhouse gases (mainly CO2 and CH4) into value-added 

chemicals and liquid fuels is considered as one of the great challenges for the 21st 15 

Century [1]. A lot of research is carried out to develop energy-efficient technologies 

[2-4]. One of these technologies gaining increasing interest is plasma technology.  

 A plasma is a partially ionized gas, consisting of a large number of neutral species 

(different types of molecules, radicals and excited species), as well as electrons and 

various types of ions. These species can all interact with each other, making plasma 20 

a highly reactive chemical cocktail, of interest for many applications [5,6]. 

 The great potential of plasma technology for CO2 conversion is due to the 

presence of energetic electrons. Indeed, plasma is created by applying electric power 

to a gas, causing gas breakdown, i.e., the formation of electrons and positive ions 

(besides other reactive species). As the electrons are much lighter than the other 25 

plasma species, they gain most energy from the electric field, and they do not lose 

their energy so efficiently by collisions with the other plasma species, explaining 

their higher energy. These energetic electrons can activate the (inert) gas, by 

electron impact ionization, excitation and dissociation, and the reactive species (i.e., 

ions, excited species and radicals, respectively) created in this way, will easily 30 

undergo other reactions, yielding the formation of new molecules. Thus, the gas 

itself (e.g., CO2) does not have to be heated as a whole, but can remain near room 

temperature. In this way, even strongly endothermic reactions, like CO2 splitting and 

dry reforming of methane (DRM), can occur with reasonable energy consumption 

under mild reaction conditions. However, as the plasma is created by applying 35 

electrical power, the energy efficiency of this process is still an important issue. 

 The most common types of plasmas used for CO2 conversion are dielectric barrier 

discharges (DBDs) [7-31], microwave (MW) plasmas [32-37] and gliding arc (GA) 

discharges [38-45]. The highest energy efficiency was reported for a MW plasma, i.e., up 

to 90% [32], but this was under very specific conditions, i.e., supersonic gas flow and 40 

reduced pressure (~100-200 Torr), and a pressure increase to atmospheric pressure, 

which would be desirable for industrial applications, yields a dramatic drop in energy 

efficiency. Indeed, at normal flow conditions and atmospheric pressure, an energy 

Page 1 of 15 Faraday Discussions

Fa
ra

da
y

D
is

cu
ss

io
ns

A
cc

ep
te

d
M

an
us

cr
ip

t



CREATED USING THE RSC REPORT TEMPLATE (VER. 3.1) - SEE WWW.RSC.ORG/ELECTRONICFILES FOR DETAILS 

 

2  |  [journal], [year], [vol], 00–00 

This journal is © The Royal Society of Chemistry [year] 

efficiency up to 40% was reported [6]. A GA plasma also exhibits a rather high energy 

efficiency, even at atmospheric pressure, i.e., around 43% for a conversion of 18% in the 

case of CO2 splitting [45], and even around 60% for a conversion of 8-16%, for DRM 

[38]. The energy efficiency of a DBD is more limited, i.e., in the order of 2-10% [8-17], 

but as demonstrated already for other applications [46], it should be possible to improve 5 

this energy efficieny by inserting a (dielectric) packing into the reactor, i.e., a so-called 

packed bed DBD reactor. Moreover, it also operates at atmospheric pressure, and has a 

very simple design, which is beneficial for upscaling, as has been demonstrated already 

for the large scale production of ozone [47], and therefore it also has high potential for 

industrial applications. Finally, when combined with a catalytic packing, it should enable 10 

the selective production of targeted compounds [18-23]. 

 Within our research group PLASMANT, we investigate both pure CO2 conversion 

[15,48-50] and DRM [16,17], by means of experiments and computer modeling. We 

have also investigated the effect of adding H2 or CH4, as a means to better separate the 

product gases [24], the effect of adding He or Ar [31], or N2 [51] which is mostly present 15 

in industrial gas flows. Our research up to now was focused on a DBD and a MW 

plasma. By means of the computer simulations, validated by experiments, we try to 

elucidate the underlying reaction chemistry, and to investigate how the process can be 

optimized in terms of conversion and energy efficiency. In this paper, we give an 

overview of some characteristic, recent results obtained within our group, to illustrate the 20 

state-of-the-art of plasma-based CO2 conversion, and we will also try to identify the most 

important challenges for the future.  

2 Experimental setup 

 

Fig. 1 Schematic diagram of the experimental setup, in front view and top view 25 

The experiments were all carried out in a DBD reactor, of which a schematic 

drawing is presented in Figure 1. It consists of a central grounded electrode with 

variable diameter (between 8 and 13 mm), surrounded by a coaxial dielectric tube, 

with inner and outer diameter of 17 and 22 mm, respectively. The dielectric tube is 
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covered by a stainless steel mesh, which serves as the outer electrode and is powered 

by a high voltage power source. The length of this outer electrode is 9 cm, and this 

defines the length of the plasma zone. 

 The DBD reactor is coupled to a gas chromatograph to analyse the gas flowing 

out of the reactor, and to calculate the CO2 conversion, the yields and selectivities of 5 

the formed products, and the energy efficiency, as calculated from the conversion, 

the power input in the plasma and the gas flow rate (see e.g., [15] for more details). 

We performed experiments in a normal (i.e., empty) DBD reactor, as well as in a DBD 

reactor filled with dielectric packing, i.e., packed bed DBD reactor. For this purpose, we 

used the smallest rod diameter, yielding a discharge gap (i.e., distance between central 10 

electrode and dielectric tube) of approximately 4.5 mm, and a discharge volume of about 

15 cm³. We introduced ZrO2 beads (SiLiBeads), with five different bead size ranges, i.e., 

0.90-1.00, 1.00-1.18, 1.25-1.40, 1.60-1.80 and 2.00-2.24 mm diameter.  

3 Computational model 

We used a zero-dimensional (0D) chemical reaction kinetics model to describe the 15 

underlying plasma chemistry of the CO2 conversion. It consists of solving balance 

equations for the species densities, based on production and loss rates, as determined 

by the chemical reactions (see e.g. [16,48] for details). 

 One balance equation is solved for each species included in the model, i.e., 

different types of molecules, radicals, ions, excited species, as well as the electrons 20 

(see below). These balance equations yield the time-evolution of the species 

densities, averaged over the plasma reactor volume. Indeed, because it is a 0D 

model, it only accounts for time-variations, while spatial variations, due to transport 

in the plasma, are not considered. However, based on the gas flow rate, we can 

translate the time-variation into a spatial variation, i.e., as a function of distance 25 

travelled through the plasma reactor. Besides the species densities, also the average 

electron energy is calculated, based on an energy balance equation, again with 

energy source and loss terms as defined by the chemical reactions. 

 We developed a 0D chemical kinetics model for different gas mixtures relevant 

for CO2 conversion, i.e., pure CO2 [15,48-50], CO2/CH4 [16,17] and CO2/N2 [51], 30 

but here we only show results for pure CO2. Table 1 gives an overview of the 

species included in the pure CO2 model. 

 

Table 1: Overview of the species included in the CO2 model. 

 35 

Molecules Charged species Radicals Excited species 

CO2, CO 

 

CO2
+, CO4

+, CO+, 

C2O2
+, C2O3

+, C2O4
+, 

C2
+, C+, CO3

-, CO4
- 

C2O, C, C2  

 

CO2(Va, Vb, Vc, Vd),  

CO2(V1-V21), CO2(E1, E2), 

CO(V1-V10), CO(E1-E4) 

O2, O3, O+, O2
+, O4

+, O-, 

O2
-, O3

-, O4
- 

O O2(V1-V4), O2(E1-E2) 

 electrons   

 

  The vibrational levels of CO2 can play an important role in the CO2 conversion, 

depending on the type of plasma to be studied. Indeed, while they are of minor 

importance in a DBD [48], they are crucial for the CO2 splitting in a MW plasma 

[49,50]. This will be illustrated in section 4.2 below. For this reason, we have 40 
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developed an extensive chemical kinetics model, taking into account the CO2, CO 

and O2 vibrational levels [49,50]. Hence, the symbols “V” and “E” between brackets 

for CO2, CO and O2 represent the vibrationally and electronically excited levels of 

these species. Details about these notations can be found in [49,50]. 

 These species will all chemically react with each other. Hence, a large number of 5 

chemical reactions are incorporated in these models, including electron impact 

reactions, electron-ion recombinations, ion-ion, ion-neutral and neutral-neutral 

reactions. All details about these chemical reaction sets, as well as the corresponding 

rate coefficients, can be found in [15,48-50]. 

4 Results and discussion 10 

We present here results, obtained from our experiments and computer simulations, 

first for CO2 splitting in a DBD reactor, followed by a comparison of a DBD reactor 

and a MW plasma, and finally, we will show how the CO2 conversion and energy 

efficiency can be improved in a packed bed DBD reactor. 

 15 

4.1 CO2 splitting in a DBD reactor 

 
Fig. 2 Measured CO2 conversion (A) and energy efficiency (B) in a DBD reactor, as a function of 

the specific energy input (SEI), using alumina dielectrics. The corresponding values of plasma 

power, resulting in certain SEI values at the fixed gas flow rates of 50 and 100 ml/min (black and 20 

blue curves), as well as the corresponding values of the residence time, resulting in certain SEI 

values at a fixed plasma power of 40 W (red curve), are also shown in (A). The calculation of the 

error bars is based on the uncertainties of the power, the flow rate and the GC measurements. For the 

sake of clarity, the error bars are only presented for the energy efficiency. Adopted from [15] with 

kind permission of Wiley-VCH Verlag. 25 

Figure 2 illustrates the CO2 conversion and corresponding energy efficiency as a function 

of the specific energy input (SEI), measured in a DBD reactor. The SEI is the ratio of 

plasma power over gas flow rate. Therefore, different combinations of power and gas 

flow rate can give rise to the same SEI. The SEI is typically considered as the major 

determining factor for the conversion and energy efficiency.  30 
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 It is clear that the CO2 conversion rises with SEI, which is logical as more energy is put 

into the system, either by applying more power for the same amount of gas, or by 

applying a lower gas flow rate (which corresponds to a longer residence time) at the same 

power. However, above a certain SEI, the measured conversion seems to saturate, and we 

did not obtain higher conversion values than 35 % in our experiments. On the other hand, 5 

the energy efficiency drops upon increasing SEI, which is also logical, given the formula 

in section 2 above. Indeed, it is obvious from this formula that when the conversion does 

not rise to the same extent as the SEI, the energy efficiency will drop.  

 The highest energy efficiency obtained in this case is 8%, but this corresponds to 

a very low conversion of only a few %. On the other hand, the highest conversion of 10 

35 % corresponds to a very low energy efficiency of only 2 %. Thus, there is clearly 

a trade-off between conversion and energy efficiency as a function of SEI.  

 The values obtained for conversion and energy efficiency are comparable to the 

data reported in literature for similar conditions (e.g., [7,8]). We can conclude that 

the obtained CO2 conversion is reasonable in a DBD reactor, but the energy 15 

efficiency is clearly too low for industrial implementation. Indeed, Spencer et al. 

estimated that if the electrical energy for CO2 splitting would all originate from 

fossil fuels, an energy efficiency of 52% would be needed to ensure that more CO2 

can be split in the plasma than the amount of CO2 created by fossil fuel combustion 

in the electricity production, needed for sustaining the plasma [52]. When using 20 

renewable electricity, this criterion might be somewhat less severe, but still, the 

energy efficiency is an important issue. 

 
Fig. 3 Chemical reaction scheme, illustrating the chemistry of CO2 splitting and further reactions 

between O, O2 and O3, as predicted by the model. The labels of the arrows are explained in the text. 25 

 Besides the experiments, we have also developed a detailed model for CO2 

conversion in a DBD plasma, to investigate in detail the role of the various 

processes contributing to the CO2 splitting [48]. The calculations predict that 

electron impact dissociation of ground-state CO2 is the dominant process for CO2 

conversion in a DBD, and the role of the CO2 vibrational levels is limited in this 30 
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case [48] (see more details in section 4.2 below). 

 Subsequently, the model was extended to calculate the CO2 conversion in real 

time [15]. The obtained CO2 conversion and energy efficiency were in very good 

agreement with measured data [15]. Therefore, the model can be used to elucidate 

the underlying reaction paths of CO2 conversion. 5 

 A simplified reaction scheme of CO2 splitting, as obtained from the model, is 

illustrated in Figure 3. It is clear that the actual CO2 splitting is quite 

straightforward. The most important reactions are electron impact dissociation into 

CO and O (reaction r1), electron impact ionization into CO2
+ (r2), which recombines 

with electrons or O2
- ions into CO and O and/or O2 (r3, r4), and electron dissociative 10 

attachment into CO and O- (r5). The created CO molecules are relatively stable, but 

at long enough residence time, they can recombine with O- ions or O atoms, to form 

again CO2 (r6, r7). This explains, among others, why the CO2 conversion tends to 

saturate at high SEI values (corresponding to low gas flow rates or long residence 

times). At shorter residence times, the O atoms will, however, almost immediately 15 

recombine into O2 or O3. Moreover, there are several other reactions possible 

between O, O2 and O3, sometimes also involving O- and O2
- ions. The details of 

these reactions are not indicated in Figure 3, but can be found in [15]. These 

reactions will affect the balance between the formation of O2 and O3 as stable 

products. Our model indeed predicts that the selectivity towards CO formation is 20 

always close to 50%, but the selectivity towards O2 formation varies between 45 and 

50%, depending on the O3 production. 

4.2 Comparison of CO2 splitting in a DBD and MW plasma 

 
Fig. 4 Fraction of electron energy transferred to different channels of excitation as well as ionization 25 

and dissociation of CO2, as a function of the reduced electric field (E/n), as calculated from the 
corresponding cross sections of the electron impact reactions. The E/n region characteristic for MW 

plasmas and DBD plasmas are indicated. 

MW region 
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The fact that the energy efficiency for CO2 splitting is quite limited in a DBD plasma, 

as mentioned above, is because the reduced electric field is quite high (typically above 

200 Td or 200x10-21 V m²), yielding an average electron energy of 2-3 eV [48], which is 

somewhat too high for efficient population of the CO2 vibrational levels [49]. To 

illustrate this, Figure 4 depicts the fraction of the electron energy transferred to different 5 

channels of excitation, ionization and dissociation of CO2, as a function of the reduced 

electric field (E/n), as calculated from the cross sections of the corresponding electron 

impact reactions. It is clear that in the region above 200 Td, indicated as “DBD region”, 

70-80% of the electron energy goes into electronic excitation, while the remaining 20-

30% is used for ionization (increasing with rising E/n) and about 5% goes into 10 

dissociation. Note that this electron impact dissociation is also induced by electronic 

excitation, and thus requires a lot of energy [48]. The fraction of the electron energy 

going into vibrational excitation is 12% at E/n = 200 Td, but drops quickly upon 

increasing E/n. Thus, vibrational excitation is of minor importance in the “DBD region”. 

In a MW plasma, the reduced electric field is typically around 50 Td, which is most 15 

appropriate for vibrational excitation of CO2; see Figure 4. Especially the green curve is 

important, as this represents the first vibrational level of the asymmetric stretch mode, 

which is known to provide the most important channel for dissociation [6,49]. Thus, we 

can deduce already from Figure 4 that a MW plasma will give rise to a high population 

of CO2 vibrational levels, which contribute to energy-efficient CO2 splitting. 20 

Figure 5 shows a comparison of the CO2 conversion and energy efficiency in a MW 

plasma and DBD reactor as a function of SEI, as predicted by our model taking into 

account the CO2 vibrational levels [49]. Note that the results of the MW plasma are 

obtained for a reduced pressure of 2660 Pa (20 Torr), as used in the experiments of 

[33,34], while the DBD results are for atmospheric pressure. Therefore, to compare both 25 

discharges, we need to show them at the same SEI in eV/molec, because this is the most 

fundamental parameter for comparison. Furthermore, the DBD results are obtained at a 

gas temperature of 300 K, while the MW results are shown both for a fixed gas 

temperature of 300 K (to allow a more direct comparison with the DBD results, as the 

rate coefficients of most chemical reactions are a function of gas temperature), as well as 30 

for a more realistic gas temperature, self-consistently calculated in the model as a 

function of time (or distance in the reactor) [50]. In this case, values up to 1000 K are 

reached; see temperature profile in [50].  

 It is clear that both the CO2 conversion and energy efficiency are calculated to be 

much higher in the MW plasma than in the DBD reactor. The conversion rises as a 35 

function of SEI in both cases, which is logical (see also previous section). However, 

in the DBD reactor, the conversion reaches only about 5%, at an SEI of 3.5 

eV/molec, while in the MW plasma with realistic (calculated) gas temperature, the 

CO2 conversion is already 12% at an SEI of 2 eV/molec. Note that the calculated 

conversion in the MW plasma at fixed gas temperature of 300 K is much higher (and 40 

thus overestimated), compared to the result at the higher (more realistic) gas 

temperature. The reason is that the higher gas temperature gives rise to more 

vibrational-translational (VT) relaxation collisions of the CO2 vibrational levels, 

which is the most important loss mechanism for the vibrational population [49,50]. 

This explains the lower conversion in the case with higher gas temperature. 45 

Nevertheless, the CO2 conversion is still significantly higher than in the DBD 

reactor operating at 300 K. 
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Fig. 5 Calculated CO2 conversion (top) and energy efficiency (bottom) in a moderate pressure MW 

discharge and atmospheric pressure DBD reactor, as a function of SEI. The pressure in the MW 

plasma is 2660 Pa (20 Torr). Calculations are performed for two different gas temperatures, i.e., 300 

K, like assumed in the DBD reactor, and a more realistic self-consistently calculated gas temperature 5 

as a function of time, reaching values up to 1000 K. 

 The latter is certainly also true for the energy efficiency, which is calculated to be 

around 5 % in the DBD reactor (more or less independent from the SEI, as the 

conversion rises proportionally with the SEI), and it reaches values above 35% 

(when assuming a constant gas temperature of 300 K; thus overestimated) and 10 

around 25% (in the case of the self-consistently calculated gas temperature). In the 

latter case, the energy efficiency reaches its maximum at an SEI around 0.6 

eV/molec, which is in good agreement with the theoretical and experimental results 

presented in [6], although in that case, energy efficiencies up to 80-90% were 

reported. Below, we will discuss the major effects that limit the maximum energy 15 

efficiency in our case. 

Page 8 of 15Faraday Discussions

Fa
ra

da
y

D
is

cu
ss

io
ns

A
cc

ep
te

d
M

an
us

cr
ip

t



CREATED USING THE RSC REPORT TEMPLATE (VER. 3.1) - SEE WWW.RSC.ORG/ELECTRONICFILES FOR DETAILS 

 

[journal], [year], [vol], 00–00  |  9 

This journal is © The Royal Society of Chemistry [year] 

 
Fig. 6 Normalized vibrational distribution function of the asymmetric mode levels of CO2 in a 

moderate pressure MW discharge and an atmospheric pressure DBD plasma, at an SEI of 0.6 

eV/molec, both taken at the time of maximum vibrational temperature. 

 As mentioned above, the reason for the higher CO2 conversion and energy 5 

efficiency in the MW plasma is attributed to the higher population of the CO2 

vibrational levels. This is indeed apparent from Figure 6, where the calculated 

vibrational distribution function of the CO2 asymmetric mode levels (i.e., the mode 

which is most important for CO2 splitting; cf. above) is plotted, for both the DBD 

and the MW plasma, for an SEI of 0.6 eV/molec. In the DBD reactor, the population 10 

of the vibrational levels drops over several orders of magnitude compared to the 

ground state density, even for the lowest levels. The corresponding vibrational 

temperature is calculated to be 961 K. In the MW plasma, the vibrational 

distribution drops much more smoothly, yielding a vibrational temperature of 4115 

K. Although the population of the highest vibrational levels is much lower than the 15 

ground state density, they still play an important role in the CO2 splitting process, 

which explains the higher CO2 conversion and energy efficiency. Indeed, while in 

the DBD reactor, electron impact excitation-dissociation from the CO2 ground state 

is mainly responsible for CO2 splitting (cf. previous section), in the MW plasma, the 

CO2 splitting predominantly proceeds by electron impact vibrational excitation of 20 

the lowest vibrational levels, followed by vibrational-vibrational (VV) collisions, 

gradually populating the higher vibrational levels, which then lead to dissociation of 

the CO2 molecule. This stepwise vibrational excitation process, or so-called “ladder-

climbing” process, is schematically illustrated in Figure 7, and is indeed responsible 

for the much higher energy efficiency in the MW plasma. 25 

 Our model also allows us to identify the discharge conditions that favour the 

highest energy efficiency for CO2 conversion. The highest value reached in our 

calculations, in the case of the realistic gas temperature, was around 32%. This value 

was obtained at an SEI in the range of 0.4-1.0 eV/molec and a reduced electric field 

in the range of 50-100 Td [50]. Moreover, our calculations predict that a shorter 30 

residence time favours a higher energy efficiency, because in that case the time for 

VT relaxation, which depopulates the vibrational levels, is longer than the residence 

time of the gas within the plasma. This corresponds well with the fact that the 

highest energy efficiencies were reported at supersonic flow conditions [32,35]. 
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Fig. 7 Schematic diagram of some CO2 electronic and vibrational levels, illustrating that much more 

energy is needed for direct electronic excitation-dissociation than for stepwise vibrational excitation, 

i.e., the so-called ladder climbing process. 

 The best energy efficiencies obtained experimentally in a MW plasma at moderate 5 

pressure were 80% in subsonic flow, and up to 90% in supersonic flow conditions 

[6,32]. These results were obtained in 1983, and to our knowledge, nobody was able 

yet to reproduce them since then. However, recently Goede et al. were able to reach 

energy efficiencies as high as 55% with a MW plasma at moderate pressure and 

again under supersonic flow conditions [35], which is still higher than the values 10 

obtained by our model. Thus, to better understand the limitations in the energy 

efficiency, we have analysed how the vibrational energy of CO2 is consumed by 

individual reactions. Our model predicts that up to 60% of the energy available in 

the CO2 vibrational levels can be used for CO2 dissociation, at least at high enough 

electron density (order of 1020 m-3 at a pressure of 100 Torr). The remaining fraction 15 

of the energy is largely lost by VT relaxation, which gives rise to the gas heating. 

Vice versa, because a higher gas temperature gives rise to higher VT relaxation 

rates, it is desirable to keep the gas temperature as low as possible, to minimize VT 

relaxation losses in the vibrational population. This is also one of the reasons why 

the energy efficiency drops upon increasing gas pressure, because of the increasing 20 

V-T relaxation processes. One way to reduce this effect is by using a fast gas flow, 

as mentioned above. 

4.3 CO2 splitting in a packed bed DBD reactor 

Finally, we have also investigated whether we can improve the energy efficiency in a 

DBD plasma, by adding a dielectric packing in the reactor. More specifically, we have 25 

inserted ZrO2 beads, with five different bead size ranges, i.e., 0.90-1.00, 1.00-1.18, 1.25-

1.40, 1.60-1.80 and 2.00-2.24 mm diameter, in a DBD reactor with gap size of 4.5 mm. 
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Fig. 8 Measured CO2 conversion (a) and corresponding energy efficiency (b), as a function of 

packing bead diameter for ZrO2, at a power of 60 W and three different gas flow rates. The 

corresponding results without packing are indicated with dashed horizontal lines. 

 Figure 8 shows the measured CO2 conversion (a) and corresponding energy 5 

efficiency (b), as a function of bead diameter, for three different gas flow rates, i.e. 

20, 50 and 100 ml min-1 and an applied power of 60 W. The results are also 

compared with experiments without packing (dashed horizontal lines), which serve 

as benchmark, to define the improvement in conversion and energy efficiency. 

 It is clear that a packed bed reactor can result in a better conversion and energy 10 

efficiency than without packing, but only for bead diameters above 1.4 mm. Indeed, 

the results for lower bead sizes are even worse than without packing. This can be 

explained because the residence time in the reactor filled with smaller beads is 

probably too low to benefit from the enhancement effect due to the presence of a 

packing. The best results, in terms of both conversion and energy efficiency, are 15 

obtained for a flow rate of 20 ml/min and a bead diameter of 1.6-1.8 mm. In this 

case, the conversion reaches 38%, which is almost a factor 2 higher than without 

packing, while the energy efficiency is 6.4%, which is also nearly a factor 2 higher 

than without packing. Especially the fact that both conversion and energy efficiency 

are improved simultaneously is quite promising. The combination of maximum 20 

conversion and energy efficiency obtained here, is comparable to or slightly better 

than the results reported in literature for a packed bed DBD reactor with various 

types of dielectric materials (silica gel, quartz, α-Al2O3, γ-Al2O3, CaTiO3 and 

BaTiO3) at similar conditions [8,25]. 
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Fig. 9 Calculated time averaged electric displacement field and electron temperature, over one 

period of the applied potential. 

 To explain why the packed bed reactor yields a better conversion and energy 

efficiency, we have developed a 2D fluid model within COMSOL Multiphysics 5 

software, for a simplified axisymmetric geometry of a packed bed reactor, consisting 

of only two beads with diameter of 2.25 mm. This simplified geometry in 2D is 

needed to keep the simulation time reasonable. Indeed, to resolve the plasma 

behaviour near the contact points of the beads, a very narrow mesh size is needed 

(i.e., typically around 50 µm in the bulk, but up to 0.1 µm near the contact points). 10 

Thus, the simulation domain contains in the order of 100.000 mesh points, leading to 

calculation times of a few weeks for a few periods of the applied voltage, even for 

this simple geometry. Therefore, this model is in first instance developed for a 

helium plasma instead of a CO2 plasma, because this yields a more simple plasma 

chemistry, and it is sufficient to explain the behaviour of the packed bed effect. 15 

 Figure 9 illustrates the calculated electric displacement field distribution within 

the beads and in the plasma and the resulting electron temperature profile in the 

plasma in this simplified geometry. It is clear that the electric displacement field is 

much higher near the contact points. This is attributed to polarization of the 

dielectric material as a result of the applied potential. At the contact points there will 20 

thus be local charges of opposite sign close together, which leads to a higher electric 

displacement field, as well as a locally enhanced electric field in the plasma. The 

latter gives rise to an enhanced electron temperature for the same applied power. 

Indeed, the electron temperature is up to 8 eV near the contact points, while it is 

only 2-3 eV in an empty DBD reactor (or far away from the contact points; see 25 

Figure 9). This means that the applied electric power is used more efficiently for 

heating the electrons, which can then transfer their energy to CO2 splitting, by 

electron impact ionization and excitation-dissociation, and this explains the higher 

CO2 conversion and energy efficiency, as shown in Figure 8. 

 30 
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5 Conclusion and outlook to future work 

We have presented our recent results on CO2 conversion, obtained by means of 

combined experimental and computer modeling efforts, for a DBD reactor and a 

MW plasma. A DBD plasma provides a reasonable conversion, in the order of 30%. 

However, the corresponding energy efficiency is only in the order of 10%, and this 5 

is probably too low for industrial implementation. Indeed, when the electrical energy 

to sustain the plasma all originates from fossil fuels, it was estimated that an energy 

efficiency of 52% would be needed for the CO2 conversion, to compensate for the 

CO2 production by the fossil fuel combustion. On the other hand, a DBD plasma is 

very flexible, as it can easily be switched on and off. Therefore, it has great potential 10 

to be combined with renewable energy sources (wind turbines or solar panels), i.e., 

for the storage of peak renewable energy into chemicals or fuels.  

Furthermore, there is still room for improvement in the conversion and energy 

efficiency of a DBD plasma, by inserting dielectric beads, i.e., in a packed bed DBD 

reactor, as demonstrated in this paper for ZrO2. The reason for this higher 15 

conversion and energy efficiency is the enhanced electric field near the contact 

points of the beads, yielding a higher electron temperature, which facilitates electron 

impact dissociation of CO2, as could be explained by our model. Moreover, when 

inserting a catalytic packing in a DBD reactor, the selective production of specific 

products can be targeted. This was demonstrated already many times in literature for 20 

air pollution control (e.g., [46,53-55]), but it has also great potential for CO2 

conversion [18-23]. Nevertheless, we believe that still a lot of research will be 

needed to find out which catalyst materials are most promising for the selective 

production of specific compounds. 

When comparing a DBD and MW plasma, it is clear that a MW plasma exhibits a 25 

much better CO2 conversion and energy efficiency. This is attributed to the 

important role of the CO2 vibrational levels. Indeed, our model calculations have 

elucidated that the CO2 conversion proceeds by direct electron impact excitation-

dissociation in a DBD plasma, whereas in a MW plasma, the dominant process is 

electron impact excitation to the lowest vibrational levels, followed by vibrational-30 

vibrational collisions, gradually populating the higher vibrational levels, which give 

rise to dissociation. As this stepwise vibrational excitation process, or so-called 

ladder climbing process, requires significantly less energy than direct electron 

impact excitation-dissociation from the CO2 ground state, this explains the much 

better energy efficiency in the MW plasma compared to the DBD reactor.  35 

However, this good energy efficiency is obtained at moderate pressure (order of 

3000 Pa), and this was also the case for the experimental data published in literature 

(e.g., [32,35]). This is not so practical for high-throughput processing of exhaust 

gases. Increasing the pressure leads, however, to a clear reduction in the energy 

efficiency [6,36,37], although at atmospheric pressure, a CO2 conversion of 45% 40 

with an energy efficiency of 20% were recently reported [37], which is still better 

than the results obtained with a DBD plasma.  

 We also illustrated that computer modelling can contribute to a better insight in 

the underlying plasma chemistry of CO2 conversion, and this will be useful for 

further improving the performance of plasma technology for this application. 45 

 To conclude, we believe that plasma technology is very promising for CO2 

conversion into value-added chemicals and new fuels, but still a lot of research will 

be needed to further improve the capabilities. 
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