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Two-dimensional interlocked pentagonal bilayer ice: How do 

water molecules form the hydrogen bonding network? 

Weiduo Zhu,a Wen-Hui Zhao,aLu Wang,a Di Yin,a Min Jia,a Jinlong Yanga, Xiao Cheng Zeng,a,b Lan-
Feng Yuana* 

The plethora ice structures observed both in bulk and under nanoscale confinement reflect the extraordinary ability of 

water molecules to form diverse forms of hydrogen bonding networks. An ideal hydrogen bonding network of water 

should satisfy three requirements: (1) Four hydrogen bonds connected with every water molecule, (2) nearly linear 

hydrogen bonds, and (3) tetrahedral configuration for the four hydrogen bonds around an O atom. However, under 

nanoscale confinement, some of the three requirements have to be unmet, and the selection of the specific 

requirement(s) leads to different types of hydrogen bonding structures. According to molecular dynamics (MD) 

simulations for water confined between two smooth hydrophobic walls, we obtain a phase diagram of three two-

dimensional (2D) crystalline structures and a bilayer liquid. A new 2D bilayer ice is found and named as the interlocked 

pentagonal bilayer ice (IPBI), because its side view comprises interlocked pentagonal channels. The basic motif in the top 

view of IPBI is a large hexagon composed of four small pentagons, resembling the top view of a previously reported 

“coffins” bilayer ice [Johnston et al., J. Chem. Phys. 133, 154516 (2010)]. First-principles optimizations suggest that both 

bilayer ices are stable. However, there are fundamental differences between the two bilayer structures due to the 

difference in the selection among the three requirements. The IPBI sacrifices the linearity of hydrogen bonds to retain 

locally tetrahedral configurations of the hydrogen bonds, whereas the coffins structure does the opposite. The tradeoff 

between the conditions of an ideal hydrogen bonding network can serve as a generic guidance to understand the rich 

phase behaviors of nanoconfined water. 

 

Introduction 

Water is one of the most ubiquitous molecules on earth, 

and remains to be a subject of intense interest. The phase 

diagram of bulk water is amazingly complicated: at least 

seventeen bulk crystalline ice phases have been found.1, 2 

Nanoscopic confinement of water can disrupt and rearrange 

the hydrogen bonding networks, resulting in even more 

complex phase behavior.3-13 For instances, water confined in 

carbon nanotubes can form square, pentagonal, hexagonal, 

and octagonal single-walled ice nanotubes.4 In their 

simulations, Bai et al.
14 observed high-density nanoice 

exhibiting helical structures. Water confined between two 

parallel plates can form many 2D ice polymorphs, such as 

monolayer and bilayer square ice,15 distorted bilayer 

hexagonal ice,16, 17 bilayer hexagonal and rhombic ices,18-21 

monolayer rhombic ices,22, 23 trilayer ice,24 and trilayer 

heterogeneous fluid. 25, 26  

The multiplicity of the low-dimensional ice phases reflects 

the extraordinary ability of water molecules to form diverse 

forms of hydrogen bonding networks. To understand this 

multiplicity of ices in low-dimensions, we look into the 

selection among three requirements for an ideal hydrogen 

bonding network of water: (1) Four hydrogen bonds for every 

water molecule to maximize the number of hydrogen bonds, 

(2) nearly linear hydrogen bonds to minimize the electrostatic 

repulsion between the donor and acceptor O atoms, and (3) 

tetrahedral orientation for the four hydrogen bonds around an 

O atom to match the four lobes of sp
3 hybridization. For bulk 

ice, there exist many ways to fulfill the three requirements, 

leading to the multiplicity of bulk ice phases. Indeed, only in 

bulk ice, the hydrogen bonding network can simultaneously 

satisfy the three requirements. The combination of the three 

conditions means that the hydrogen bonding network is 

extended infinitely in all the three directions, therefore, under 

nanoscale confinements, some of them must be unmet. This 

leads to various possible selections on which condition to be 

sacrificed and which to be kept. For example, monolayer ices15, 

27 with in-plane hydrogen bonds sacrifice the tetrahedral 
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orientation of O atom to keep the linear hydrogen bonds, 

whereas another monolayer ice28 with out-of-plane O atoms 

sacrifices the linear hydrogen bonds to keep tetrahedrality. In 

addition to various basic motifs, different ways of compromise 

also lead to diverse forms of low-dimensional ice phases. 

In this work, we perform MD simulations for water confined 

between two hydrophobic parallel walls with the TIP5P water 

model. In particular, we find a new bilayer ice structure not 

reported in literature, namely, the interlocked pentagonal 

bilayer ice (IPBI). The "coffins" structure in literature,29 

obtained based on the TIP4P water model, is similar to the IPBI 

in the top views, but exhibits fundamental structural 

differences due to different selection among the three 

requirements. The IPBI sacrifices linear hydrogen bonds to 

keep the tetrahedral orientation, while the coffins structure 

does the opposite. 

Simulation and analysis methods 

The simulation system is composed of 400 water molecules 

confined between two smooth walls. The wall separation D is 

set within the range 0.8 nm to 1.0 nm. The water molecules 

interact with each other via the TIP5P pair potential30 and with 

the wall via the 9-3 Lennard-Jones (L-J) potential:31-35 

 

                                                                                       （1） 

 

Here ∆z is the distance from the oxygen atom of a water 

molecule to the wall, and the potential parameters are σo-wl = 

0.25 nm and εo-wl = 1.25 kJ·mol-1.19, 36, 37 Simulations were 

performed in the isothermal-isostress NPLT ensemble with 

periodic boundary conditions in the parallel (x and y) 

directions, where PL is the lateral pressure, set as 1 GPa. 

Temperature (T) and the lateral pressure are controlled by the 

Nosé-Hoover thermostat38, 39 and Parrinello-Rahman 

barostat,40 respectively. A cutoff of 1 nm is adopted for the L-J 

interactions, and the long-range electrostatic interactions are 

treated by the slab-adapted Ewald sum method.41 Depending 

on T and D, the simulations last for 10-100 ns, with a MD step 

of 2 fs. 

Results and discussions 

During the cooling of the system, three different crystalline 

structures can be obtained, depending on the wall separation 

D. A semi-quantitative wall-separation-temperature (D-T) 

phase diagram is plotted in Fig. 1. The phase boundaries are 

determined through independent two-phase coexistence 

simulations. For 0.80 nm ≤ D ≤ 0.87 nm, liquid water 

transforms into flat rhombic bilayer ice (fRBI), analogous to a 

system demonstrated by Han et al.
19. For 0.88 nm ≤ D ≤ 0.94 

nm, the new phase IPBI is obtained. And for 0.95 nm ≤ D ≤ 1.00 

nm, the flat hexagonal-rhombic trilayer ice (fHRTI) is obtained, 

as from our previous study.24  

For each D, the temperature T is lowered from 350 K to 230 

K in a step of 10 K. First-order phase transitions between liquid 

and solid are indicated by abrupt changes of various 

properties. For instance, at T = 250 K and D = 0.9 nm, the 

potential energy U drops by 3 kJ·mol-1 (Fig. 2b), and the lateral 

diffusion coefficient DL changes from 1.0 × 10-6 cm2·s-1 to 2.0 × 

10-9 cm2·s-1.  

The transverse density profile (TDP) is defined as the density 

distribution of oxygen atoms in the z direction (i.e., normal to 

the walls). Fig. 3a is the TDP of fRBI, with two peaks. When the 

wall separation D increases to 0.95 nm, the TDP splits into 

three peaks (Fig. 3c), indicating that the structure becomes 

trilayer.  

 

 

 

 

 

 

 

 

Fig. 1 A semi-quantitative D-T phase diagram of bilayer water 

confined between two hydrophobic walls. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 The potential energy U per water molecule as a function 

of T for various D. 

 

When D is in the range between the bilayer and trilayer 

regions, as Fig. 3b shows, the TDP appears to be fourfold. 

])()[(4)( 39

zz
zU

OWOW

OW

∆
−

∆
=∆

σσ
ε

Page 2 of 7Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Journal Name  ARTICLE 

This journal is © The Royal Society of Chemistry 20xx J. Name., 2013, 00, 1-3 | 3 

Please do not adjust margins 

Please do not adjust margins 

Nevertheless, the O atoms in the outer layers (I and II of Fig. 

3b) are not in register with those in the inner layers (I' and II'), 

as can be seen from the top view (Fig. 4a, shown in below). 

Therefore, we view the ice as bilayer, and name each peak in 

the TDP as a "sublayer", while an outer layer plus an inner 

layer (i.e., I + I' or II + II') as a "macrolayer".  

 

 

 

 

 

 

 

 

 

 

Fig. 3 The transverse density profile (TDP) of nanoconfined ices 

under various temperatures at D = (a) 0.8 nm, (b) 0.9 nm, (c) 

1.0 nm. (d) The TDPs of IPBI (PL = 1.0 GPa, D = 0.90 nm) and 

coffins (PL = 0.5 GPa, D = 0.85 nm) at 200 K. 

 

As Fig. 4a shows, the atoms in the two macrolayers of IPBI 

are not in register. If only from the top view of one macrolayer 

(Fig. 4b), we can see that the water molecules form 

pentagonal rings, and four pentagons constitute a larger 

hexagon. Figure 4c and 4d show the side views of the whole 

IPBI along the y-direction and the x-direction, respectively. The 

side view along x-direction shows pentagons and hexagons, 

and is not easy to be described in a simple way. Hereafter we 

will focus on the side view along the y-direction (Fig. 4c). It 

shows only pentagons which are linked one by one along the 

y-direction, resulting in two types of channels with different 

sizes. So it can be understood as interlocked pentagonal 

nanotubes. 

 

 

 

 

 

 

 

Fig. 4 Inherent structure of IPBI obtained from MD 

simulation at D = 0.90 nm and PL = 1 GPa. Oxygen atoms are 

depicted as red (outer sublayers) and blue (inner sublayers) 

balls, hydrogen atoms as white sticks, and hydrogen bonds as 

blue dotted lines. (a) The top view of IPBI; (b) The top view of 

the upper macrolayer of IPBI; (c) and (d) The side views of IPBI 

along the y-direction and the x-direction, respectively. 

 

In a unit cell of IPBI, there are six pentagons (including those 

sharing vertices) along the x-direction and two pentagons 

(without shared vertices) along the y-direction. To observe 

these pentagons in more details, we draw six rectangle boxes 

in a unit cell of IPBI (Fig. 5a). Each box contains two pentagons 

linked by two hydrogen bonds along the y-direction, and the 

overlapping parts between adjacent boxes represent the 

shared oxygen atoms of adjacent pentagons. All these 

pentagons can be divided into two classes according to 

whether they have hydrogen bonds between the inner 

sublayers I' and II' (marked as blue), named as A (no) and B 

(yes). The heights (i.e., the distance between the highest and 

lowest oxygen atoms in the z-direction) of pentagons are 3.66 

± 0.08 Å for the A class and 2.92 ± 0.03 Å for the B class, 

respectively. The maximum and minimum O-O-O angles for A 

and B are: θmax-A = 128.9° ± 1.1°, θmin-A = 89.9° ± 1.3°; θmax-B = 

154.7° ± 1.7°, θmin-B = 68.2° ± 1.2°. So the B-type pentagons are 

more oblate than the A-type ones. And according to the 

distributions of O atoms among the sublayers, there are also 

two types of pentagons, so we furthermore classify A and B as 

A1, A2, B1 and B2. As Fig. 5b shows, in A1 and B1 there are two 

oxygen atoms in the upper macrolayer and three in the lower 

macrolayer, and in A2 and B2 the distribution is opposite. The 

arrangement pattern of pentagons in a unit cell is given in the 

red part of Fig. 5c. The pentagons sharing oxygen atoms 

connect sequentially along the x-direction as B1A2B1B2A1B2, in a 

unit cell. Along the y-direction, the pentagons are aligned as 

A1A2A1A2 … or B1B2B1B2 …, making two types of channels. 

Because the B-type pentagons are more oblate than the A-

type ones, the channels made by A-types pentagons give larger 

radius. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 (a) the side view of the unit of IPBI, (b) the four types 

of pentagons. (c) a dimensional schematic of the pentagons in 

the top view of a 2 × 2 supercell, (d) the side view of the unit 

cell of coffins. All the colorful balls represent oxygen atoms 

and the white sticks represent hydrogen atoms.  

 

In literature, there is a bilayer ice whose top view is similar 

to that of a macrolayer of the IPBI, i.e., also consists hexagons 

made by four pentagons. This structure was named29 the 

"coffins", and obtained in the condition of D = 0.85 nm, PL = 
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0.5 GPa and T = 200 K by the TIP4P water model. We repeat 

this simulation, and as Fig. 3d shows, the TDP of the coffins is 

similar to that of the IPBI (both at the same temperature 200 

K). The oxygen atoms in the outer layers also are not in 

register with those in the inner layers, so we will also use the 

concepts of sublayers and macrolayers for the coffins 

structure. However, the oxygen atoms in the two macrolayers 

of the coffins are in register, so the top views of a macrolayer 

and of the whole system are the same. The coffins has fourfold 

rotational symmetry, hence its side view along the x-direction 

is identical to that along the y-direction. This side view is made 

up of tetragons and hexagons (Fig. 5d), with no pentagon, 

totally different from that of the IPBI. It can be seen that one 

third of water molecules are involved in tetragons. In such 

different ways, the IPBI and the coffins both satisfy the ice 

rules, i.e., every molecule participates in four hydrogen bonds. 

To examine the stability of the two structures, we perform 

density functional theory (DFT) calculations using QUICKSTEP42 

program implemented in the CP2K package. The optimized 

structures of IPBI and coffins, based on the BLYP43, 44 exchange-

correlation functional with the dispersion correction (D3) 

proposed by Grimme,45 are presented in Fig. 6. The DFT 

optimizations indicate stability of both 2D ices, consistent with 

the classical MD simulations. The vibrational frequency 

analyses show no imaginary frequencies, suggesting both 

structures are locally stable. Additionally, the vdW-DF246 

functional is used for further check, and the two structures are 

also stable under optimizations. 

 

 

 

 

 

 

 

 

 

Fig. 6 The unit cells of IPBI and coffins optimized by DFT 

(upper panel: top view; lower panel: side view). (a) IPBI (Lx = 

21.8 Å, Ly = 6.6 Å) (b) coffins (Lx = 10.265 Å, Ly = 9.8 Å). Lx and Ly 

are the lattice constants. The white dashed lines illustrate the 

boundaries of a unit cell. Oxygen atoms are depicted as red 

balls, hydrogen atoms as white sticks, and hydrogen bonds as 

blue dotted lines. 

 

The abundance of tetragons in the coffins structure is quite 

noteworthy, indicating significant deviation from tetrahedral 

orientation of H-bonds. This implies that the coffins structure 

sacrifices the third condition (tetrahedral orientation). What 

does it gain by doing this? The answer should be to keep the 

second condition (nearly linear H-bonds). The opposite choice 

seems to be taken by the IPBI: sacrifice the linearity of H-

bonds to keep the tetrahedrality of H-bond networks. With 

this in mind, we find more structural differences between 

them. 

First, the IPBI has 36 water molecules in a unit cell, and the 

numbers of water molecules in the four sublayers are 10, 8, 8, 

and 10 (I, I', II', and II), respectively. On the other hand, the 

coffins has 24 water molecules in a unit cell, and the numbers 

of water molecules in the four sublayers are 8, 4, 4, and 8, 

respectively. Second, in a unit cell, the IPBI has three larger 

hexagonal rings while the coffins has only one, because the 

oxygen atoms shared by adjacent larger hexagonal rings are 

located in both outer and inner sublayers in the IPBI (i.e., some 

in red and some in blue in Fig. 4b), while only in the outer 

sublayers in the coffins. Third, the rotational symmetry of the 

coffins is fourfold, while that of the IPBI is twofold.  

As stated above, we speculate that the structural 

differences between the two phases originate from their 

different choices: the coffins sacrifices the tetrahedral 

orientation to keep the linearity of H-bonds, and the IPBI does 

the opposite. To further check this key hypothesis, we design a 

series of structural indices to compare the two phases. 

First, if the hypothesis is true, then the average H-bond 

strength of IPBI should be weaker than that of the coffins, or 

the proportion of weak H-bonds among all the H-bonds should 

be higher in the IPBI than in the coffins. So we do the statistics 

of the O-H…O angles and O…H distances of the hydrogen 

bonds in the two unit cells optimized by DFT (Fig. 7a and Fig. 

7b), and in all the MD snapshots within 50 ns of sampling after 

equilibration (Fig. 7c and Fig. 7d). The discrete distributions for 

the former and the smooth curves for the latter share the 

same trends. As Fig. 7c shows, the peaks of the O-H…O angle 

distributions of both structures are around 170°, but the 

probability for the angle to be "too small" is much higher for 

the IPBI than for the coffins. Similar situation is met for the O

…H distance index: the probability of the O…H distance to be 

"too long" is also much higher for the IPBI than for the coffins. 

The two curves in Fig. 7c (Fig. 7d) intersect at 152° (2.06 Å), 

and we take these values as the thresholds between strong 

and weak H-bonds. A hydrogen bond is marked as “weak” if its 

O-H…O angle is smaller than 152° or its O…H length is longer 

than 2.06 Å. Under this definition, the IPBI has 18 weak 

hydrogen bonds, accounting for 1/4 of its 72 hydrogen bonds, 

while the 6 weak hydrogen bonds in the coffins account for 

only 1/8 of its 48 hydrogen bonds, indeed supporting our 

hypothesis.  
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Fig. 7 The distributions on hydrogen bonds of the coffins and 

the IPBI. (a) The O-H…O angle distribution in their unit cells 

optimized by DFT. (b) The O…H distances in their unit cells 

optimized by DFT. (c) and (d) These distributions in all the MD 

snapshots within the sampling time 50 ns.  

Second, how to measure the tetrahedrality? It can be 

reflected in the distribution of the H…O…H angles (i.e., 

between two hydrogen bonds around an O atom) and the H…

O-H angles (i.e., between a hydrogen bond and a covalent 

bond around an O atom). For regular tetrahedra, these angles 

are 109.5°. According the VSEPR (valence shell electron pair 

repulsion)model, the repulsion due to a lone pair is stronger 

than that due to a covalent bond, which makes the H-O-H 

covalent bond angle smaller than 109.5° (actually 104.5°), so 

the H…O…H and H…O-H angles should be larger than 109.5° 

(by several degrees). With these in mind, we calculate the 

distributions of these angles for the two phases in their DFT 

optimized unit cells and in all the snapshots within the 50 ns 

sampling time, respectively (Fig. 8). As Fig. 8b shows, the peak 

value of IPBI is about 114°, indeed in the range of 109.5° plus 

several degrees, while the peak value of the coffins is about 

101°, which is significantly too small. Besides, the full width at 

half maximum (FWHM) of the curve for the coffins in Fig. 8b is 

42°, much greater than that for the IPBI (25°). This also 

indicates that the proportion of “bad” HOH angles in the 

hydrogen bonding network of the coffins is much higher than 

that for the IPBI. 

 

 

 

 

 

 

 

Fig.8  HOH angle (including H…O…H and H…O-H angles) 

distributions of the coffins and the IPBI, (a) from their unit cells 

optimized by DFT, and (b) from all the MD snapshots within 50 

ns of sampling time 

Based on the above analyses, our key hypothesis is 

validated. Furthermore, we can use the information on the 

distribution of weak H-bonds to explain the different 

distributions of molecules among the sublayers for the two 

phases. Most of the weak hydrogen bonds involve the outer 

sublayers, because the environments of their molecules are 

further away from bulk than the molecules in the inner 

sublayers. Since the IPBI has higher proportion of weak H-

bonds, it would like to adjust its structure so that the 

proportion of molecules in the outer sublayers becomes 

smaller, to reduce the energy penalty. This rationalizes the (10, 

8, 8, 10) vs. (8, 4, 4, 8) distributions for the IPBI and the coffins.  

The two structures are both stable structures in DFT 

optimizations, but are found by different water models in MD 

simulations. Here we propose an explanation. Different 

potential fields could give different weights for the three 

conditions. The TIP5P model places two dummy atoms with 

negative charges in the directions of the two lone pairs of the 

oxygen atom, mimicking the sp
3 hybridization much better 

than the TIP4P model. Therefore, TIP4P tends to predict a 

structure keeping linearity and sacrificing tetrahedrality, while 

TIP5P has the opposite tendency. This is exactly what we see in 

this work. Similar story also happens in our previous work 23, 

where TIP5P predicts a rhombic monolayer ice in which all the 

O atoms are in a plane while no one H atom is in the same 

plane (stable under DFT optimization), while TIP4P predicts a 

rhombic monolayer ice in which all the H and O atoms are in 

the same plane (unstable under DFT optimization).  

Finally, we note that both the TIP4P and TIP5P water models 

used in this study are empirical potentials developed from 

fitting  experimental data, such as density, self-diffusion 

constant, and radial distribution functions of bulk liquid 

water30, 47. Recently, several new water models (e.g., MB-pol48, 

CC-pol49 and WHBB50) have been developed based on fitting 

results from ab initio computations. Thus far, applications of 

these new models have been limited to water clusters and 

bulk liquid water. Apparently, the models can give markedly 

better descriptions in properties such as the dimer spectra51, 

virial coefficients48, 52, cluster structures and cluster energies53-

55. It would be of high interests to examine whether these new 

models can generate accurate bulk ice phase diagrams, before 

their applications to nanoconfined water/ice systems.  

Conclusions 

Based on extensive MD simulations, a semi-quantitative 

phase diagram of water confined between two hydrophobic 

parallel walls is obtained, showing three crystalline phases and 

a bilayer liquid phase. A novel structure IPBI is obtained during 

the cooling of the liquid at 1 GPa within a range of the 

separation D between hydrophobic parallel walls (0.88 nm ≤ D 

≤ 0.94 nm). In the top view of the IPBI, the O atoms form 

pentagons, and four pentagons constitute a larger hexagonal 

ring. In the side view, four kinds of pentagons are aligned as 

interlocked rows, resulting in channels of two sizes.  

The "coffins" structure29 is similar to the IPBI in their top 

views. Both the two structures are locally stable based on DFT 

optimizations, but still exhibit fundamental differences. The 

most pronounced one is that 1/3 of the water molecules in the 

coffins structure are involved in tetragons. This leads us to 

speculate that the IPBI structure sacrifices the linear H-bond 

requirement to keep the tetrahedral orientation requirement, 

while the coffins structure does the opposite. This hypothesis 

is confirmed by a series of indices designed to show the 

linearity and tetrahedrality of their hydrogen bonding 

networks. The most important insight obtained from this study 

is that under the nanoscale confinement, the hydrogen 

bonding networks of water can be understood in terms of 

tradeoff between the conditions for an ideal network. This 

generic notion may be extended to other hydrogen bonding-

network systems.  
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