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empirical methods7,20–23,36 such as the collective-electronic oscil-
lator (CEO) and the Zerner’s intermediate neglect of differential
overlap (ZINDO) methods. These led to a coarse picture of ex-
citonic wavefunctions and assignment of different bands in the
excitation spectrum of PPV. Further studies reported the applica-
tion of linear-response time-dependent density functional theory
(TDDFT) to oligomers of PPV.26–28 This method has the ability to
describe excited states of fairly large systems with twenty repeat
units and more. However, this comes at the cost of a strong de-
pendency of the results on the functional choice and it has been
shown that excitons can be fine-tuned from completely unbound
electron-hole pairs to tightly bound quasi-particles depending
on the functional.27,37 Accurate multi-reference ab initio meth-
ods such as complete active space self-consistent field (CASSCF)
and complete active space perturbation theory to second order
(CASPT2) have only been applied to the smallest PPV oligomer,
stilbene, for which the computational demand is feasible.38,39

Although these high-level ab initio methods yield accurate re-
sults for small systems, their predictive power for the extended
polymer is rather limited. Due to its lower computational cost,
symmetry-adapted cluster-configuration interaction (SAC-CI) can
afford the computation of small oligomers with up to four units.33

In this respect, the compromise between accuracy and computa-
tional demand provided by the algebraic-diagrammatic construc-
tion for the polarization propagator of second order (ADC(2))
constitutes a great improvement.31 In contrast to CAS-PT2 and
SAC-CI, this ab initio method allows for a description of oligomers
with up to eight phenyl rings, which closely resemble the polymer
with respect to its electronic properties.36 The calculated vertical
excitation energies are in good agreement with experimental data
and it has been shown that defects in the oligomer chain lead to
exciton localization. In addition the one-particle transition den-
sity matrix has been visualized to interpret the excited states in
terms of an electron-hole picture.

In this work we combine high-level ab initio calculations with
elaborate exciton analysis tools to take advantage of, both, the
molecular and quasi-particle viewpoints of excitation processes.
This is realized by subjecting the computed excited-state wave-
functions to our recently developed exciton analysis40–43 follow-
ing previous ideas in literature.21,22,44,45 A key quantity in this
analysis is the interpretation of the one-particle transition density
matrix as an effective exciton wavefunction. The major objectives
of this study are (i) to provide a high-level ab initio benchmark
for vertical excitation energies and exciton properties on third-
order level of perturbation theory (ii) to emulate the emergence
of exciton properties for sufficiently large π-systems, and (iii) to
systematically characterize exciton bands, both qualitatively and
quantitatively.

2 Analysis of correlated exciton wavefunc-

tions

Excited-state computations of large molecular systems do not
only require highly efficient methodology, but also the analysis
of the resulting wavefunctions can be challenging. Usually, the
response vectors of the excited states with respect to the ground-
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Fig. 1 Representation of the exciton wavefunction: (a) the hole and
electron quasi-particles positioned at rh and re, (b) the correlated exciton
wavefunction χexc plotted against these coordinates, and (c) analysis of
χexc in terms of an electron-hole correlation plot.

state molecular orbitals are analyzed and if many contributions
are involved, the analysis can become quite tedious. Moreover,
it is often overlooked that some properties of interest may not be
directly deduced from the shapes of the orbitals at all but the deci-
sive information lies in the phase of their superpositions. This sit-
uation for example becomes evident in the case of dimers where
only a sign change differentiates between charge resonance and
excitonic states,41,43,46 and the situation becomes even more in-
tricate for multimers as studied here. A solution is to move from
the orbital representation of the excited state to the representa-
tion of a correlated electron-hole wavefunction χexc(rh,re) as il-
lustrated in Figure 1. Such a wavefunction is naturally given in
Green’s function theory and we have recently highlighted that in
a quantum-chemical context the one-particle transition density
matrix (1TDM) γ0I between the ground and excited-state wave-
functions can be interpreted analogously.40,41 In this picture, the
exciton wavefunction is constructed as

χexc(rh,re) := γ0I(rh,re)

= N

∫
...

∫
Φ0(rh,r2, ...,rN)Φ

I(re,r2, ...,rN)dr2...drN , (1)

where Φ0 and ΦI are the ground and excited-state many-body
wavefunctions. In matrix representation, the 1TDM can be ex-
pressed as

γ0I(rh,re) = ∑
µν

D0I
µν χµ (rh)χν (re), (2)

where χµ and χν are atomic orbitals of the basis {χη} and the
1TDM element D0I

µν is defined as

D0I
µν = 〈Φ0|â†

µ âν |Φ
I〉 (3)

with â
†
µ and âν being the usual one-particle creation and annihila-

tion operators. Using this construction, the exciton wavefunction
is a readily available quantity that can be subjected to a variety of
analyses. One particularly instructive analysis is to partially inte-
grate over the square of γ0I , while restricting the hole coordinate
to one fragment A and the electron to a fragment B:

ΩAB =
∫

A

∫

B
γ0I(rh,re)

2
dredrh. (4)

The resulting so-called charge-transfer numbers47 afford the
probability to find the hole on fragment A, while the electron is
located at B. Subjecting Eq. (4) to a Mulliken population analysis
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leads to the working equation40

ΩAB =
1

2
∑

µ∈A
∑

ν∈B

[
(D0I

S)µν (SD
0I)µν +D0I

µν (SD
0I

S)µν

]
, (5)

where S is the overlap matrix between the basis functions.

We have recently extended our methodology to the computa-
tion of expectation values of arbitrary operators with respect to
the exciton wavefunction,41,42 which are defined as

〈
Ô
〉

exc
=

〈χexc|Ô|χexc〉

〈χexc|χexc〉
. (6)

An evaluation of exciton properties is straightforward in this
framework and standard quantum-chemical methodology can be
applied. The denominator in Eq. (6) is the norm of the exciton
wavefunction, denoted Ω = 〈χexc|χexc〉, and will reappear in the
following discussions. It reflects the single excitation character
of an excited state40 and for normalized wavefunctions its value
ranges between 0 and 1 (see also Ref. 48).

2.1 Visualization - Electron-hole correlation plots

An instructive way to analyze exciton wavefunctions is to exam-
ine the charge-transfer numbers ΩAB (Eq. (5)). For this purpose
the system is separated into fragments, and the charge-transfer
numbers between them are computed and visualized in a pseudo-
color matrix. This so-called electron-hole correlation plot provides
a coarse-grained representation of the exciton wavefunction, an
example of which is shown in Figure 1(c). Local excitation con-
tributions are mapped on the main diagonal going from the lower
left to the upper right, while off-diagonal contributions indicate
charge transfer between fragments A and B. The relative proba-
bility is visualized in grey scale, where black corresponds to the
highest probability and white to zero. Although this is a flexible
and rather intuitive tool, it has the drawback of requiring an a

priori definition of the fragmentation. Furthermore, one can ex-
pect the same, significant basis-set dependence for Eq. (5) that
has been reported for standard Mulliken population analysis, cf.
Ref. 49.

2.2 Total charge transfer

In many cases it is desirable to deduce more compact descriptors
from the ΩAB matrix21,43 and in the context of this work it is of
particular interest to quantify the total charge transfer. For this
purpose, the descriptor

ωCT =
1

Ω
∑
A

∑
B/∈{A−1,A,A+1}

ΩAB (7)

is used. As opposed to previous definitions of this descriptor41,43

only charge transfer between at least second-nearest neighbors is
taken into account due to the small sizes of the chosen fragments
(see below). ωCT ranges from 0 to 1, where 0 corresponds to a lo-
cal excitation or Frenkel exciton (with respect to the defined frag-
mentation scheme) and 1 denotes a completely charge-separated
state. Like the underlying ΩAB values, ωCT is sensitive to both,
the fragmentation scheme and basis set.

2.3 Functional group contribution

The functional group contribution may be regarded as a specific
fragmentation scheme, where the fragments are identified as the
functional groups. This is particularly interesting as PPV is com-
posed of two distinct monomer building blocks the phenyl ring
(P) and the vinylene group (V). In the fragmentation scheme, we
separate the P and V contributions and perform the partial sum-
mation

ωP =
1

2Ω
∑

P∈P

∑
A

(ΩAP +ΩPA) (8)

where P runs over the set of phenyl rings P while A runs over all
fragments. ωP, ranging from 0 to 1, counts the total participation
of all phenylene groups to both, electron and hole of an excitation.
Technically, this summation is realized by dividing the system into
two formal fragments, one related to all phenyl rings and one to
all vinylene groups and counting the excitation contributions that
go from and to these fragments.

2.4 Exciton size

Although the charge-transfer numbers ΩAB are a versatile and
flexible tool, a simple physical picture is missing in this approach.
To eliminate this shortcomming, we recently introduced a for-
mula for the exciton size,41 i.e. the averaged electron-hole sep-
aration, as a more tangible quantity. For this purpose, we apply
Eq. (6) to the root-mean-square (rms) separation between the
electron and hole positions and define the exciton size as

d2
exc =

〈
(rh − re)

2
〉

exc
=

〈χexc|(rh − re)
2|χexc〉

〈χexc|χexc〉
=

1

Ω

∫∫
γ0I(rh,re)(rh − re)

2γ0I(rh,re)drhdre. (9)

An explicit evaluation of this equation is possible after insertion
of Eq. (2) leading to the set of matrix multiplications41

d2
exc =

1

Ω
∑

ξ∈{x,y,z}

(
tr

(
D

I0
M

(2)
ξ

D
0I

S

)

−2tr

(
D

I0
M

(1)
ξ

D
0I

M
(1)
ξ

)
+ tr

(
D

I0
SD

0I
M

(2)
ξ

))
(10)

where M
(k)
ξ

refers to the multipole matrix of kth order with re-
spect to the Cartesian coordinate ξ , S is the overlap matrix in the
atomic orbital basis and D

I0 is the transpose of D
0I .

An evaluation of Eq. (10) is straight forward if the 1TDM and
multipole matrices are available. However, this information is
usually not part of the standard output of quantum-chemical pro-
grams and the formula has to be implemented.41 To allow for an
a posteriori evaluation, we now derive an approximate version of
dexc, which requires only the CT numbers and the coordinates of
the nuclei as input. Starting in Eq. (9), the double integral is di-
vided into separate regions pertaining to different atoms M and
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N,

d2
exc =

1

Ω
∑

M,N

∫

M

∫

N
γ0I(rh,re)(rh − re)

2

︸ ︷︷ ︸
≈d2

MN

γ0I(rh,re)drhdre. (11)

Subsequently, the (rh − re)
2 term is approximated by the squared

distance between the positions of the respective nuclei d2
MN . The

constant term d2
MN is taken out of the integral

d2
exc ≈

1

Ω
d2

MN ∑
M,N

∫

M

∫

N
γ0I(rh,re)γ

0I(rh,re)drhdre (12)

leaving the CT number ΩMN according to Eq. (4). This suggests
the definition of an approximate exciton size

d̃exc =

√
1

Ω
∑

M,N

ΩMNd2
MN . (13)

In contrast to the full implementation, d̃exc neglects the spatial
extent of the orbitals involved and it is therefore expected that
d̃exc ≤ dexc. A detailed evaluation of the accuracy of d̃exc can be
found in the ESI.†

Although similar equations have been suggested by other re-
searchers,44,45,50,51 only the present approach is embedded in a
clear approximation hierarchy and the formalism is applicable to
arbitrary wavefunction models.

2.5 Phenomenological models for exciton wavefunctions

Since high-level ab initio methods become prohibitively expen-
sive for large system sizes, it is interesting to test whether the re-
sults can be provided with more phenomenological exciton mod-
els. While we examine this question only qualitatively at this
point, similar methodology can in future be used to evaluate,
re-parametrize or adjust existing empirical models allowing for
accurate multi-scale descriptions of large systems.

A number of excellent discussions of excitons in polymers is
available in literature11,50,52–54 and we will therefore restrict our-
selves to reviewing only the concepts that are immediately rele-
vant to this work. The central idea is to move away from the
molecular-orbital picture to the quasi-particle exciton representa-
tion. This is achieved mathematically by a coordinate transforma-
tion of the exciton wavefunction (Figure 1) into the electron-hole

separation (or relative) coordinate rhe = re − rh and the center-of-
mass (CM) coordinate R = (rh + re)/2. Furthermore, it is assumed
that these two variables are separable and the wavefunction can
be rewritten, at least approximately, into a product of the form

χexc(rh,re)≈ φsep(rhe)φCM(R), (14)

where φsep describes the intrinsic electron-hole wavefunction and
φCM the center-of-mass wavefunction. φsep(rhe) describes the rel-
ative motions of two oppositely charged particles. Its solutions
in a homogeneous medium will therefore possess the same shape
as the wavefunctions of a simple hydrogen atom, only that a dif-
ferent effective mass and dielectric susceptibility have to be in-
serted. By contrast, φCM(R) describes a neutral particle, which
is not subjected to any Coulomb potential. In a periodic system

this yields a plane-wave solution while in a confined molecular
system a particle-in-a-box picture is adequate, and for more com-
plex branched systems an exciton scattering approach53 has been
developed.

Following the above considerations, we now define the
Wannier-Mott picture of excitons in polymers. Here, the radial
wavefunctions φsep(rhe) are assumed to resemble hydrogenic s, p,
d etc. orbitals only that they extend in a one-dimensional space.
These wavefunctions are indexed by a principle quantum num-
ber n. Specifically, the exciton size of the Wannier Bu excitons is
expected to scale linearly with n according to19

dexc,n ≈ n×dexc,1 (15)

where dexc,1 is the size for the primary (n = 1) exciton. Further-
more, the center-of-mass wavefunctions φCM(R) are described by
the quasi-momentum quantum number j. These can be identified
with particle-in-a-box-like wavefunctions possessing j − 1 nodal
planes. In the following text, we will characterize Wannier exci-
tons by the quantum numbers n and j using the notation W (n, j).

The Wannier picture assumes the presence of freely moving
quasi-particles. For more localized states the Frenkel exciton
model can be applied. This model, whose application to PPV
is discussed in detail in Ref. 55, is based on entirely different
assumptions: The system is divided into individual sites i, and
these give rise to locally excited states |i〉 that are each confined
to the respective site. The excited states of the whole system are
obtained as eigenstates of the Hamiltonian

ĤFrenkel = ∑
i

εi |i〉〈i|+∑
i j

ci j |i〉〈 j| (16)

where εi are the site excitation energies and ci j are the electronic
couplings or transfer integrals, which are usually assumed to de-
rive from Coulomb interactions. To understand this equation, it
may be helpful to realize that the resulting Hamiltonian matrix
〈i| ĤFrenkel | j〉 possesses the same structure as a matrix in Hückel
theory, considering only nearest neighbour couplings. Further-
more, considering close-lying εi values and small couplings ci j, it
is clear that the resulting excitation energies are closely spaced.

3 Computational details

All calculations were performed using variants of the algebraic
diagrammatic construction (ADC) scheme for the polarization
propagator.56,57 ADC(2) and ADC(3/2) calculations were per-
formed employing the Q-Chem 4.2 package in a developmental
version.58–61 The abbreviation ADC(3/2) indicates that although
excited-state vectors are computed at the third order of perturba-
tion theory, the corresponding densities are computed using these
vectors in combination with the second-order intermediate-state
basis. For these calculations, an efficient calculation of properties
is possible through the intermediate state representation (ISR).62

For larger systems and basis sets, the Turbomole 6.3.1 program
package63 was used, which affords an efficient implementation
of ADC(2) exploiting the resolution-of-the-identity (RI) approx-
imation (RI-ADC(2)).64–66 The calculations were performed us-
ing the Ahlrichs basis sets SV, SV(P), and TZVP67,68 to examine
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Exciton size 

Fig. 2 Wavefunction analysis software used in this work: the libwfa
library and the TheoDORE program package.

Fig. 3 Fragmentation scheme to compute electron-hole correlation plots
and ωCT values shown here for (PV)5P.

basis-set effects. For all calculations planar geometries were taken
from Ref. 31 and C2h symmetry was used throughout. In the case
of the ADC calculations in Q-Chem, the wavefunction analysis li-
brary (libwfa)40–42 was applied to directly analyze the 1TDMs as
given by the ISR to compute the exciton size and charge-transfer
numbers. This information was, however, not accessible to us
in the RI-ADC computations in Turbomole. Therefore the re-
sponse vectors were read instead and processed externally by the
TheoDORE 1.0 analysis package.69 In all cases, post-processing
of the results and the creation of electron-hole correlation plots
was carried out using TheoDORE.69 The different software used
to compute the various wavefunction properties is summarized
in Figure 2. While TheoDORE is publicly available as a stand-
alone package, libwfa is distributed as a part of Q-Chem 4.3. The
fragmentation scheme used to compute electron-hole correlation
plots and ωCT numbers is shown in Figure 3. The oligomers were
cut into fragments that alternatively represent phenylene rings or
vinylene groups yielding, e.g., 11 fragments in the case of (PV)5P.

4 Results and discussion

In this section a detailed analysis of the excited states of poly(para

phenylene vinylene) oligomers is presented. Firstly, a high-level
benchmark of the excitation energies is presented and the role of
double excitations is addressed. Secondly, the low-lying excited
states of oligomers from two to eight phenyl rings are discussed.

These oligomers emulate spectroscopic units, which are usually
invoked to explain the properties of the polymer.3,8,70 In these
cases a detailed analysis of the different excited states is carried
out. Special attention is devoted to the emergence of exciton
bands, which are illustrated by employing pictorial representa-
tions, as well as numerical descriptors of the excitations. Thirdly,
a large-scale analysis including twenty singlet and twenty triplet
excited states of (PV)7P is performed and the results are inter-
preted within the exciton models discussed above (Section 2.5).

4.1 High-level benchmark of singly and doubly excited

states

The discussion will be started with high-level benchmark calcula-
tions performed at the ADC(3) level of theory.59,71,72 ADC(3) is
a polarization-propagator based excited-state method that consis-
tently treats terms to the polarization propagator up to the third
order in perturbation theory. It provides a very accurate, third-
order description of singly excited states, which are the primary
focus of this paper. Also the description of doubly excited states
is reasonably accurate and correct to first order of perturbation
theory.60 ADC(2) on the contrary treats all terms at one order
of perturbation theory lower than ADC(3) and is therefore not
suited to describe doubly excited states. To keep the computa-
tional cost at an affordable level, the ADC(3) computations are
limited to the smallest three oligomers investigated, i.e. stilbene
to (PV)3P.

Vertical excitation energies, oscillator strengths as well as ad-
ditional excited-state descriptors computed at the ADC(3)/SV(P)
level are presented in Table 1 and compared to the analogous
ADC(2)/SV(P) results. In this analysis the double excitation char-
acter is of particular interest and two different values are used for
its quantification. On the one hand, the Ω value, defined as the
squared norm of the 1TDM,40,48 is used providing a universal
method-independent measure for single excitation character. On
the other hand, the weight of the single excitation amplitudes t1 is
used, which is straightforward to extract from a computation but
possesses a meaning only within a chosen computational proto-
col. Fortunately, as seen in Table 1, the numbers are very similar
with the only exception that t1 is always slightly larger than Ω.

For the smallest oligomer PVP (i.e. stilbene, n = 1) the excita-
tion energies of the first three excited states are shifted down by
about −0.2 eV when going from ADC(2) to ADC(3). Furthermore,
there is a notable transfer of oscillator strength: While the 11Bu

state is by far the brightest state in the ADC(2) calculation, there
is an even distribution of oscillator strength between the 11Bu and
21Bu states for ADC(3). The remaining values for the first three
states shown in Table 1 are rather similar for both methods, and
this is also true for the electron-hole correlation plots shown in Fig-
ure 2 of the ESI.† After these three singly excited states, there are
a number of low-energy doubly excited states found with ADC(3),
which are missing in the ADC(2) spectrum. A doubly excited state
(31Ag, Ω = 0.19) is found at 4.66 eV with ADC(3). The excitation
energy of this state stands in agreement with both, the experi-
mental value of 4.84 eV, which was predicted by two-photon ab-
sorption,73 and calculations on the CASPT2 level of theory with
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Table 1 Vertical excitation energies (∆E, eV) and oscillator strengths ( f ) and a selection of excited-state descriptors for (PV)nP singlet states with n = 1

to 3 calculated at the ADC(2)/SV(P) and ADC(3)/SV(P) levels of theory.

ADC(2) ADC(3)
n state ∆E f Ω t1 ωCT dexc state ∆E f Ω t1 ωCT dexc

1 11Bu 4.543 1.082 0.85 0.91 0.14 4.01 11Bu 4.449 0.514 0.80 0.86 0.09 3.61
21Ag 4.844 0 0.83 0.90 0.06 3.33 21Ag 4.544 0 0.75 0.81 0.06 3.28
21Bu 4.854 0.089 0.83 0.90 0.08 3.41 21Bu 4.629 0.610 0.81 0.87 0.10 3.67
− 31Ag 4.659 0 0.19 0.20 (0.29) (4.59)
− 31Bu 5.652 0.010 0.23 0.24 (0.04) (3.88)
31Ag 6.106 0 0.83 0.89 0.24 4.52 51Ag 6.108 0 0.82 0.87 0.07 3.51
− 61Ag 6.336 0 0.77 0.81 0.14 3.90

2 − 21Ag 3.758 0 0.16 0.17 (0.45) (6.28)
11Bu 3.814 2.068 0.83 0.90 0.26 5.16 11Bu 3.819 1.982 0.83 0.90 0.22 4.81
21Bu 4.526 0.033 0.82 0.89 0.10 3.72 21Bu 4.251 0.115 0.74 0.80 0.10 3.70
21Ag 4.780 0 0.83 0.90 0.09 3.72 31Ag 4.498 0 0.75 0.81 0.08 3.55
31Ag 4.967 0 0.83 0.89 0.30 5.35 51Ag 4.992 0 0.85 0.90 0.14 4.00

3 − 21Ag 3.460 0 0.14 0.15 (0.51) (7.34)
11Bu 3.487 2.959 0.82 0.90 0.32 5.86 11Bu 3.504 2.963 0.83 0.90 0.26 5.43
− 21Bu 3.886 0.001 0.16 0.16 (0.45) (6.32)
21Ag 4.310 0 0.84 0.90 0.23 4.90 31Ag 4.184 0 0.75 0.81 0.11 3.92
21Bu 4.495 0.029 0.82 0.89 0.11 3.93 31Bu 4.224 0.079 0.74 0.80 0.10 3.84
31Ag 4.516 0 0.82 0.89 0.17 4.57 61Ag 4.389 0 0.81 0.87 0.17 4.40

a vertical excitation energy of 4.95 eV.39 Our analysis protocols
of the 1TDM are not applicable to doubly excited states and their
character is not discussed further here. However, it should be
noted that analysis methods of two-body densities have been in-
deed introduced in literature.74–76 By contrast, at the ADC(2)
level the 31Ag state is located at 6.10 eV and possesses single ex-
citation character. It is the counterpart of the fifth totally sym-
metric state 51Ag at the ADC(3) level. While the amount of single
excitation character of this state is the same for both methods, the
exciton properties differ significantly. Inspecting the electron-hole

correlation plot for the 51Ag state (see Fig. 2 of ESI) it shows dom-
inant contributions on the phenyl rings but also charge transfer
between the rings and towards the vinylene group is present.

Going to the second oligomer (PV)2P, the differences between
ADC(2) and ADC(3) are more pronounced: For ADC(3) already
the first excited state (21Ag) is a dark doubly excited state ( f = 0,
Ω = 0.16). The assumption that this state indeed lies below the
bright 11Bu state is contradictory to the observation of lumines-
cence in PPV oligomers. However, geometric and environmental
effects as well as methodological uncertainty can easily cause a
shift by a few tenths of eV which would again establish the bright
state as the lowest-energy state. The remaining states are only
slightly displaced in energy and the oscillator strengths are almost
unaltered. In the case of 11Bu a slight lowering of ωCT and dexc

is observed for ADC(3) indicating a small reduction in charge-
transfer character. Furthermore, the Ω values of the 21Bu and
31Ag states are lowered to about 0.75, which indicate an en-
hanced admixture of double excitation character.

In the case of (PV)3P the lowest excited state at the ADC(3)
level is again a doubly excited 21Ag state and a doubly excited
21Bu state comes into play, as well. By contrast, the bright 11Bu

state is more or less unaltered with only a small blue shift and a
slightly diminished CT character as indicated by ωCT and dexc.

A comparison between the computed results and experimental

Table 2 Vertical excitation energies (eV) of the first optically allowed
11Bu state of (PV)nP oligomers with n = 1, ...,4.

state method n = 1 n = 2 n = 3 n = 4

11Bu exp. 4.15a 3.50b 3.20b 3.05b

exp.c 4.19 3.69 3.47 3.35
ADC(2)/SV(P) 4.54 3.81 3.49 3.32
ADC(3)/SV(P) 4.45 3.82 3.50 -
SAC-CI/6-31G(d)d 4.21 3.57 3.18 3.09

Data taken from aRef. 77, b Ref. 78, c Ref. 79, d Ref. 33.

data is carried out for the 11Bu state for oligomers with up to five
phenyl rings (cf. Table 2). There are some controversial experi-
mental values from Hohlneicher et al.,77 Woo et al.78 and Gier-
schner et al.,79 which deviate increasingly as a function of chain
length. Our predictions agree very well with the data from Gier-
schner et al., while previous SAC-CI calculations33 agree much
better with the first series by the other groups. As will be shown
below, excitation energies are somewhat lowered with larger ba-
sis sets shifting the results more toward Refs. 77,78.

On the one hand, the presented comparison could certainly
demonstrate the accuracy of ADC(2) for these systems as far as
energies, oscillator strengths, and wavefunctions of singly excited
states are concerned. On the other hand, the ADC(3) computa-
tions open a completely new perspective onto low-energy doubly
excited states. The presence of such states is not necessarily a
surprise, considering their importance for other related systems,
e.g. polyenes80,81 or polyacenes.82 To our knowledge, however,
they have only received little attention so far. It would be of par-
ticular interest to explore whether these states have a connection
to singlet fission observed in PPV,83,84 i.e. the generation of two
charge carrier pairs from one photon. However, this question has
to be postponed to future studies.
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Fig. 4 Vertical excitation energies (∆E, eV) of poly(para phenylene
vinylene) oligomers of increasing chain length computed at the
RI-ADC(2)/SV (dotted lines), RI-ADC(2)/SV(P) (dashed lines) and
RI-ADC(2)/TZVP (solid lines) levels of theory.

4.2 Excitons in PPV oligomers of increasing size

Having verified the general suitability of the ADC(2) method for
primarily singly excited states, we will now turn to analyzing ex-
cited states of PPV oligomers of varying size. The excitation ener-
gies of the first four singlet excited states of oligomers with (PV)nP
chains from n = 1 to 7 are shown in Fig. 4 at the RI-ADC(2) level
in combination with three basis sets SV, SV(P) and TZVP. In all
cases the lowest excited state is the 11Bu state which is signifi-
cantly lowered in energy for increasing length of the π-conjugated
system, e.g. from approximately 4.5 to 3.0 eV in the case of the
TZVP basis. This lowering in energy can be rationalized by either
considering the diminished gap between the frontier molecular
orbitals or by a reduction in kinetic energy25 deriving from de-
localization. For all systems except for the (PV)2P oligomer, the
second lowest state is the 21Ag and similarly to the 11Bu state a
significant decrease in excitation energy and a convergence for
larger chains is observed. The 21Bu energies decrease unsteadily,
being similar to the 21Ag ones first, and clearly above them for
larger oligomers. The highest-energy state in this series is the
31Ag state for all oligomers. It starts at ∆E = 6.38 eV for PVP at
the TZVP level, shows a significant drop until (PV)3P and stays
rather flat for larger systems. The shape of the energy curve is
somewhat similar to the 11Bu energy curve. Reducing the num-
ber of basis functions does not change the qualitative nature of
the curves, but systematically raises the excitation energies. The
SV(P) curves (dashed lines) lie about +0.12 eV higher than the
TZVP reference, while the SV curves (dotted lines) are shifted
by about +0.32 eV. These results stand in agreement with the
findings of Ref. 31. We have also examined the first four triplet
excited states of the oligomers. The vertical excitation energies
are shown in Fig. 3(a) of the ESI.† The triplet states show a com-
pletely systematic behaviour throughout the whole oligomer se-

(a)

(b)

11Bu 21Ag 21Bu 31Ag

Fig. 5 (a) Transition, (b) hole and electron densities of first four excited
states of stilbene calculated at the ADC(2)/SV(P) level of theory.
Isovalues ±0.003 and ±0.001, negative (hole) densities in blue, positive
(electron) densities in red.

ries. The lowest energy state is 13Bu followed by the 13Ag state.
The third state is always the 23Bu and the fourth the 23Ag state.
For all states the excitation energy is significantly lowered in a
smooth way with increasing chain length approaching values be-
tween 2 and 3 eV. The energy splitting between the lowest triplet
and singlet excited state ∆E(S1 −T1) lies between 1.57 eV for PVP
and 0.89 eV for (PV)7P which stands in agreement with the find-
ings of Saha et al.33

To investigate the characters of the singlet states involved for
the different oligomers, we turn to the electron-hole correlation
plots of the ΩAB matrices (cf. Figure 1(c)). Again the first four
singlet excited states of the different oligomers are analyzed and
shown in Figure 6. In this figure the excited states are ordered
according to their symmetry, which does not necessarily coincide
with an arrangement of increasing excitation energies. In the case
of the smallest system, stilbene or PVP, the electron-hole correla-
tion plots contain a 3 x 3 matrix where the main diagonal goes
from the lower left to the upper right. On the main diagonal the
first and third element represent the probability for local exci-
tations at the phenyl rings and the central element displays this
probability for the vinylene group. Charge transfer between these
functional groups is indicated in the respective off-diagonal fields.
In the first row going from left to right, the 11Bu state is delocal-
ized over the whole PVP molecule and both, charge transfer and
local excitation character are present. The 21Bu and 21Ag states,
in contrast, show predominantly local excitation character. The
two states represent a pair of excitonic resonance states (see e.g.
Ref. 41) consisting of one positive and one negative linear com-
bination of locally excited states at the phenyl rings. The fourth
state of this molecule, the 31Ag state shows a different excitation
pattern compared to the previous ones. Here, local contributions
at the phenyl rings are found as well as charge-transfer contribu-
tions between each phenyl ring and the vinylene group.

To relate the electron-hole correlation plots to more common
representations of excited states, the transition densities as well
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1

Fig. 6 Electron-hole correlation plots of the first four excited states of
(PV)nP oligomers computed at the RI-ADC(2)/TZVP level of theory.

as the electron and hole densities40,85 for the four states of stil-
bene are plotted in Figure 5. The transition density is the diag-
onal part of the 1TDM, where the electron and hole are at the
same location in space (rh = re). This, in turn, means that the
main diagonals in the electron-hole correlation plots are a coarse
representation of the transition densities. Inspecting the plots in
Figures 5 and 6, a close correspondence between the different
representations can be found. In particular, it is observed that
in all cases there are important contributions on the phenyl rings
while only the first state (11Bu) possesses significant vinylene par-
ticipation.

The electron and hole densities correspond to partial summa-
tions of the Ω-matrices over individual rows or columns, respec-
tively. Again, a correspondence between the representations can
be observed and it is possible to get an impression about the state
character. If the electron and hole densities are rather similar,
charge transfer is only involved to a smaller extent (e.g. 21Ag and
21Bu), while large differences in their spatial distribution indicate
a more pronounced charge transfer (e.g. 11Bu and 31Ag). How-
ever, the great advantage of the electron-hole correlation plot is
that it collects all the presented aspects in one representation, and
contains also crucial information about dynamic charge transfer.

Going to the second row in Figure 6, the matrix is increased by
one phenylene and one vinylene to 5× 5. The first 11Bu state is
slightly delocalized over the whole system with the dominating
contribution on the central phenylene unit. Some charge trans-
fer occurs, mostly between direct and second-nearest neighbours.
In contrast, the second and third state of this system have dom-
inantly local nature, concentrated on the terminal and central
phenyl rings, respectively. The fourth excited state presented,
31Ag, shows enhanced charge-transfer character, where mostly
the terminal phenyl rings are involved. The asymmetric pattern
with respect to the main diagonal arises from a directed transfer
of electron density from the terminal phenyl rings to the inner
vinylene and phenylene groups.

In (PV)3P, the first two states are delocalized similar to the 11Bu

states of the smaller systems and electron and hole are not sepa-
rated by more than three functional units. However, a new fea-
ture is observed for the 21Ag state: A nodal plane perpendicular
to the main diagonal is found. This phenomenon, which will ap-
pear more prominently for the larger oligomers, is interpreted
as a particle-in-a-box-like state of higher quasi-momentum. The
third and fourth state of the (PV)3P molecule are again a pair of
excitonic resonance states at the central two phenyl rings and the
two states are quasi-degenerate.

For the next system (PV)4P, the first two states are, again, de-
localized and the third state is a local excitation at the central
phenyl ring. Interestingly, for the fourth state, 31Ag, a new ex-
citation pattern is found. Here, major CT contributions over
larger separations play a dominant role. At the same time, on
the main diagonal only three smaller contributions at the phenyl
groups around the center take part. This altered intrinsic electron-

hole structure was earlier assigned to a distinct Wannier exci-
ton band31,41 and in the above-defined nomenclature this cor-
responds to a W (2,1) state. In accordance with predictions of
Mukamel et al.36 at this chain length some of the bulk properties
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start to become apparent.
Going to larger chains with n> 4, the exciton wavefunction pat-

terns reappear and enhanced electronic coherence is present. The
very local states are no longer observed for n≥ 5 and in the case of
(PV)7P also the charge-separated state disappears and only four
similar looking Wannier states, W (1, j) with j between 1 and 4
remain. The other types of states are located at higher relative
energies as will be examined in Section 4.3.

While the previous analysis gave an intuitive visual representa-
tion of the excited states, we will now proceed to a more compact
quantitative analysis. For this purpose the different excited-state
descriptors as discussed in Section 2 will be applied to the same
set of computations. The exciton sizes (d̃exc) are presented in Fig-
ure 7(a). In case of the 11Bu, 21Ag and 21Bu states these increase
steadily with growing system size until they converge against val-
ues between 5 and 6 Å. As a common trend, it is observed that
the exciton sizes decrease with more nodes perpendicular to the
main diagonal as seen in Figure 6, i.e. with a higher transla-
tional quantum number j. Contrary to the three lower-energy
states, the 31Ag states show larger fluctuations in exciton sizes
with a minimal value of 4.92 Å for (PV)3P and a large jump to
9.46 Å for (PV)4P until the value once again drops to 5.28 Å for
(PV)7P. These variations follow the changes in the state charac-
ter as presented in Figure 6. The charge-separated 31Ag states of
W (2,1) character found for n= 4,5,6 possess large exciton sizes of
about 10 Å while the lowering in the case of n = 7 coincides with
the appearance of the W (1,4) exciton. A more detailed under-
standing of the variations in state characters could be gained by
computing higher excited states, but we will postpone this more
elaborate analysis to the next section. An important conclusion
of Figure 7(a) is that the exciton size saturates at about 6 Å and
does not increase further with increasing system size. A similar
trend was found for a variety of polymers in a related study only
that a somewhat larger saturation size was found with the chosen
computational protocol.86

The charge-transfer measures shown in Figure 7(b) are largely
consistent with the exciton sizes with some small differences ob-
served only on closer inspection. For example for large oligomers,
the three lower energy states 11Bu, 21Ag and 21Bu converge to al-
most the same value of ωCT ≈ 0.33 while a clear separation ex-
ists between them with respect to the dexc values. The general
consistency between the d̃exc and ωCT values facilitates the in-
terpretation of the results by transmitting a clear connection be-
tween pictorial representations and quantitative analysis of the
exciton wavefunctions. However, the close correspondence be-
tween these values shows that in future studies, it may suffice to
compute exciton sizes.

As last excited-state descriptor, the functional group contribu-
tion as defined in Eq. 8 will be discussed, which is plotted in
Figure 7(c). This descriptor accounts for the fraction of excita-
tion that takes place at all phenylene groups of the system, e.g.
a high value in ωP indicates that the excitation mostly occurs
at the phenyl rings. In the case of the 11Bu states, it is almost
constant with values sightly above 0.6. For the other states, the
values vary depending on the exciton wavefunction character as
examined in the electron-hole correlation plots. If the states are

Fig. 7 (a) Approximate exciton sizes (d̃exc, Å), (b) charge-transfer
measures (ωCT ) and (c) functional group contribution ωP of poly(para

phenylene vinylene) oligomers of increasing chain length computed at
the RI-ADC(2)/TZVP (solid lines) RI-ADC(2)/SV(P) (dashed lines) and
RI-ADC(2)/SV (dotted lines) levels of theory.
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Fig. 8 Schematic excitation spectrum and dark states of PPV deduced
from experiment. 87–91 Peaks visible in the absorption spectrum are
indicated by solid black lines, dark states are indicated by dashed lines,
where red corresponds to singlet and blue to triplet states.

predominantly locally confined at the phenyl rings, they possess
high ωP values ≥ 0.8. However, the values become smaller with
increasing chain length indicating that a delocalization over adja-
cent vinylene groups becomes more important. Interestingly, the
charge-transfer 31Ag states for (PV)nP with n = 5,6 show the same
amount of phenylene contribution as the other exciton states, al-
though we assume them to belong to another band. Summariz-
ing the findings, major differences in ωP can be associated with
Frenkel (ωP ≥ 0.8) or Wannier nature of the states where different
Wannier bands exhibit similar behaviour in terms of ωP.

To estimate basis-set effects on the excited-state descriptors,
the values are recalculated at the RI-ADC(2)/SV(P) and RI-
ADC(2)/SV levels of theory and the results are shown in Fig-
ure 7 as dashed and dotted lines, respectively. The results are
largely consistent with the TZVP results for the large oligomers.
However for the smallest three oligomers, significant deviations
from the TZVP reference are found for the 31Ag state hinting
on differences in the state character in this special case. For
the RI-ADC(2)/SV(P) results the mean absolute error for d̃exc is
0.16 Å (mean error −0.09 Å) and for ωCT it amounts 0.01 (mean
error 0.00).

Summarizing the results of this section, it was found that for
large conjugated systems a band picture emerges featuring differ-
ent types of excitons, while for smaller oligomers confinement is
the dominating effect.

4.3 Systematic study of (PV)7P excitons

In the previous section, the presence of a number of distinct exci-
ton patterns for the low-lying excited states of different oligomers
was revealed. To understand these in more detail, it is neces-
sary to arrange them in a more systematic way. For this purpose,
the largest compound presented above, (PV)7P, is chosen and its
higher excited states are studied. The first twenty singlet and
twenty triplet states are computed at the RI-ADC(2)/TZVP level
of theory and analyzed using the methods discussed above. Fur-
thermore, the results are correlated with the phenomenological
models discussed in Section 2.5.

To allow for a quick comparison of the findings of this work
and experimental results, we will first summarize characteristics
of excited states of PPV found by experiment (cf. Figure 8). The

absorption spectrum of PPV is dominated by two absorption peaks
with high oscillator strength.87 They lie at 2.8 and 6.1 eV and are
polarized parallel to the chain axis. Two weaker absorptions are
found at around 3.6 and 4.8 eV, where the prior has a less well-
defined polarization but the latter is polarized perpendicular to
the chain axis.87,88 Electroabsorption87 and two-photon absorp-
tion89 spectroscopy revealed information about three additional
states. One dipole-forbidden state can be found at about 0.7 eV
above the lowest dipole-allowed state, which is approximately at
3.5 eV. Furthermore there are two triplet states, one lies at ap-
proximately 0.7 eV below the lowest bright state90 and another
0.7 eV above.91 This latter state is quasi-degenerate to the dipole-
forbidden state and these two states are referred to as the singlet
and triplet charge-transfer states.25,92

An analysis of the computed singlet excited states is presented
in Table 3 showing the vertical excitation energies as well as var-
ious data about the excited states. The excitation energies range
from 3.03 eV up to 5.04 eV with a very dense region of states
around 4.3 eV. Only states of Bu symmetry possess non-vanishing
oscillator strength due to dipole selection rules. In all these cases
the transition moment lies in the molecular plane, pointing along
the chain axis. The brightest state with f = 6.2 is the 11Bu state
located at 3.03 eV. This value is somewhat higher than the low-
est bright peak in the experimental absorption spectrum with
2.8 eV.14,87,88,93 The second largest oscillator strength is found
for 21Bu, which is the j = 3 state of the same exciton band. This
state could certainly be responsible for the shoulder to the main
peak at around 3.7 eV,87,88 cf. Figure 8. The remaining states
have rather small oscillator strengths below 0.25 and could be
hidden in the experimental spectrum. The higher energy peaks
detected by experiment are most likely beyond the states com-
puted here and, in particular, we find no off-axis polarized state as
was reported for the band at 4.7 eV.88 The 101Bu state at 4.87 eV,
which is the W (3,1) exciton, matches from an energetic viewpoint
but due to its rather small oscillator strength of 0.224 and its po-
larization along the main axis we do not assign it to the experi-
mental peak. The experimentally characterized, dipole-forbidden
state can be identified as the 41Ag at 4.07 eV, which is blue-shifted
compared to the experimental value of ≈ 3.5 eV.

In the case of the triplet states the data is summarized in Ta-
ble 4. Here, excitation energies are shifted to smaller values com-
pared to the singlets and range from 2.12 eV up to 4.59 eV. Like
in the case of the singlets there is a dense region of states around
4.3 eV. The two triplet states that have been reported from exper-
iment can both be identified with calculated states: The lowest-
energy triplet 13Bu state lies at 2.12 eV which stands in agree-
ment with the measured value of 2.1 eV. Moreover, the second
state with an excitation energy of 4.17 eV is the 53Ag state, which
is again blue-shifted w.r.t. experiment by about 0.7 eV. The 41Ag

and 53Ag states are quasi-degenerate as expected as they both
belong to the n = 2 branch of Wannier excitons. As we will see
later in the electron-hole correlation plots, they have odd-parity
wavefunctions with respect to the electron-hole separation coordi-
nate. This pair of states is referred to as the singlet-triplet charge-
transfer states and are proposed to play an important role in the
formation of free charge carriers.25 Comparing excitation ener-
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Table 3 Vertical excitation energies (∆E, eV), oscillator strengths ( f ), weight of the single excitation amplitudes (t1), charge transfer (ωCT ), exciton size
(d̃exc), phenyl group participation (ωP), and type assignments computed for (PV)7P singlet excited states at the RI-ADC(2)/TZVP level of theory.

state ∆E f ∗ t1 ωCT d̃exc ωP type†

1 11Bu 3.028 6.212 0.93 0.36 6.48 0.61 W(1,1)
2 21Ag 3.346 0 0.93 0.34 6.11 0.61 W(1,2)
3 21Bu 3.703 0.654 0.93 0.32 5.75 0.61 W(1,3)
4 31Ag 4.055 0 0.93 0.28 5.28 0.63 W(1,4)
5 41Ag 4.070 0 0.90 0.75 11.59 0.60 W(2,1)
6 31Bu 4.254 0.000 0.90 0.69 10.01 0.61 W(2,2)
7 41Bu 4.309 0.101 0.92 0.16 4.16 0.78 F

8 51Bu 4.344 0.033 0.91 0.15 4.39 0.84 F

9 51Ag 4.356 0 0.91 0.14 4.10 0.84 F

10 61Ag 4.361 0 0.91 0.14 4.08 0.84 F

11 61Bu 4.390 0.026 0.91 0.15 4.29 0.84 F

12 71Ag 4.399 0 0.91 0.17 4.46 0.83 F

13 71Bu 4.498 0.173 0.92 0.23 4.82 0.70 W(1,5)
14 81Ag 4.511 0 0.90 0.63 8.89 0.62 W(2,3)
15 91Ag 4.670 0 0.92 0.11 3.68 0.86 F

16 81Bu 4.688 0.013 0.92 0.13 3.92 0.87 F

17 91Bu 4.771 0.005 0.90 0.62 8.19 0.61 W(2,4)
18 101Ag 4.829 0 0.93 0.23 4.67 0.66 W(1,6)
19 101Bu 4.866 0.224 0.90 0.88 20.73 0.60 W(3,1)
20 111Ag 5.037 0 0.89 0.60 7.56 0.58 W(2,5)

∗All bright states shown are polarized along the chain axis.
†Assignment as Wannier exciton W (n, j) or Frenkel exciton F, see Section 2.5.

Table 4 Vertical excitation energies (∆E, eV), weight of the single excitation amplitudes (t1), charge transfer (ωCT ), exciton size (d̃exc), phenylene group
participation (ωP), and type assignments computed for (PV)7P triplet excited states at the RI-ADC(2)/TZVP level of theory.

state ∆E t1 ωCT d̃exc ωP type∗

1 13Bu 2.123 0.98 0.22 4.98 0.55 W(1,1)
2 13Ag 2.248 0.98 0.20 4.63 0.55 W(1,2)
3 23Bu 2.429 0.98 0.17 4.25 0.55 W(1,3)
4 23Ag 2.652 0.98 0.14 3.90 0.54 W(1,4)
5 33Bu 2.903 0.98 0.12 3.57 0.53 W(1,5)
6 33Ag 3.166 0.98 0.09 3.26 0.50 W(1,6)
7 43Bu 3.418 0.98 0.07 3.00 0.42 W(1,7)
8 43Ag 3.869 0.98 0.05 2.98 0.83 W(1,8)
9 53Bu 4.070 0.98 0.03 2.68 0.74 W(1,9)
10 53Ag 4.174 0.96 0.82 13.17 0.60 W(2,1)
11 63Ag 4.268 0.98 0.06 3.00 0.77 W(1,10)
12 63Bu 4.282 0.97 0.15 4.51 0.85 F

13 73Ag 4.296 0.98 0.13 4.18 0.86 F

14 73Bu 4.301 0.97 0.15 4.39 0.85 F

15 83Bu 4.348 0.98 0.14 4.30 0.85 F

16 83Ag 4.351 0.98 0.10 3.59 0.86 F

17 93Ag 4.371 0.98 0.09 3.48 0.80 F

18 93Bu 4.389 0.96 0.71 10.88 0.63 W(2,2)
19 103Bu 4.504 0.99 0.03 2.51 0.75 F

20 103Ag 4.594 0.98 0.22 5.67 0.80 F

∗Assignment as Wannier exciton W (n, j) or Frenkel exciton F, see Section 2.5.
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Fig. 9 Electron-hole correlation plots of the singlet and triplet
Frenkel-type excitonic states for (PV)7P (excitation energies in eV in
parentheses).

gies of the lowest-lying singlet and triplet states, a gap of 0.91 eV
is found similar to values that have been reported for this gap at
the polymer limit.94

In a next step we present pictorial representations of the dif-
ferent excited states. For this purpose, the states are divided into
local and delocalized states, or in other words Frenkel and Wan-
nier excitons, based on the information in Tables 3 and 4. Frenkel
excitons are distinguished by small exciton sizes and charge trans-
fer combined with enhanced participation of the phenyl rings.
In the case of (PV)7P, eight local states of this type should be
present, one for each phenyl ring. Inspecting the singlet excited
states these can be identified as the states possessing ωCT < 0.23,
d̃exc < 4.50 Å, and ωP > 0.75. The situation is less clear in the
triplet case as there is some mixing between the Frenkel and the
more compact Wannier states, but nevertheless eight states were
identified as Frenkel excitons (these are marked F in Table 4). The
electron-hole correlation plots for the singlet and triplet Frenkel
excitons are presented in Figure 9. Due to the C2h symmetry of the
system, the excitations are always distributed over pairs of rings
separated by an equal distance from the center of the molecule.
In Figure 9 these are arranged by showing the states with ex-
citations on the central phenyl rings on top and moving to the
outer part below. The excitation patterns and excitation energies
are similar between the singlet and triplet states. This agreement
supports the idea that the interactions are dominated by Coulomb

coupling, which acts independently of the spin. A determination
of the couplings [ci j in (16)] is not straightforward in this com-
plex system, but a glance at the energy scale shows that these are
probably not much larger than 0.01 eV. As a final note, it should
be pointed out that these states lie significantly below the bright
band at 6 eV that is usually assigned Frenkel character.21,88,93 A
comparison to these higher-lying Frenkel states could be of inter-
est but is out of the scope of this investigation.

The structures of the delocalized Wannier excitons are more
complicated and, as explained in Section 2.5, it is favorable to dis-
criminate between two independent phenomena: (i) the intrin-
sic structure of the electron-hole pair, which is determined by the
relative motions of the electron and hole, and (ii) the combined
exciton quasi-particle. For this purpose, we adopt a two-index
nomenclature W (n, j) where n is the quantum number of the in-
trinsic wavefunction and j indicates the quasi-momentum of the
particle-in-a-box-like state. The intrinsic quantum number corre-
lates with the number of nodal planes in parallel to the main di-
agonal (going from lower left to upper right). Each of these main
types gives rise to a series of particle-in-a-box-like states with dif-
ferent j, which are in turn characterized by the number of nodal
planes perpendicular to the main diagonal.

The discussion is started with the singlet excitons shown in
Figure 10 (top). In this case examples for n ranging from 1 to
3 were obtained within the first twenty states. Six W (1, j) ex-
citons starting at 3.03 eV can be found while the W (2, j) series
starts at 4.07 eV and consists of five states in the examined en-
ergy range. Besides these, there is one W (3, j) exciton at 4.87 eV.
The idealized W (2, j) wavefunctions possess odd-parity with re-
spect to the electron-hole separation. Accordingly, the probability
of the electron and hole occupying the same position tends to-
ward zero, which in turn means that the transition density van-
ishes everywhere in space and that the ΩAA elements vanish al-
most completely. As a consequence of the vanishing transition
density,40 none of these states possesses any noticeable oscillator
strength.21 By contrast, all the W (1, j) and W (3, j) excitons of Bu

symmetry exhibit oscillator strengths above 0.15. In the case of
the triplet Wannier-type excitons, only two series are encountered
within the first twenty states, W (1, j) and W (2, j). The W (1, j) se-
ries starts at 2.13 eV and consists of ten states. In this series the
lower-energy states present the clear particle-in-a-box-like picture
found in the singlet case while the higher-energy states possess
reduced CT character and start to resemble the Frenkel states.
The fact that these triplet states are positioned at lower energy
and possess reduced charge-transfer character when compared to
the singlets stands in agreement with the expected effects of miss-
ing exchange repulsion.19 In contrast to the W (1, j) excitons the
triplet W (2, j) series starts at 4.17 eV and rather resembles the
properties of the singlet case (with the exception that only two
states of this type were computed here).

After the visual classification of the state characters, a quantita-
tive analysis is performed to further refine the description of the
states. For this purpose, the exciton sizes d̃exc , charge-transfer
measures ωCT and functional group participation ωP of the var-
ious singlet and triplet states are plotted against the excitation
energies in Figure 11. The Frenkel excitons are found clustered
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11Bu - W(1,1) 21Ag - W(1,2) 21Bu - W(1,3) 31Ag - W(1,4) 71Bu - W(1,5) 101Ag - W(1,6) 

41Ag - W(2,1) 31Bu - W(2,2) 81Ag - W(2,3) 91Bu - W(2,4) 111Ag - W(2,5) 

101Bu - W(3,1) 

Singlet

13Bu - W(1,1) 33Ag - W(1,6) 

43Bu - W(1,7) 

93Bu - W(2,2) 

Triplet

13Ag - W(1,2) 

43Ag - W(1,8) 

23Ag - W(1,4) 33Bu - W(1,5) 23Bu - W(1,3) 

53Ag - W(2,1) 

63Ag - W(1,10) 53Bu - W(1,9) 

Fig. 10 Electron-hole correlation plots of Wannier-type singlet and triplet excitons of (PV)7P, as well as, assignment of principle n and center-of-mass

quantum numbers j, written W (n, j).
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Fig. 11 Analysis of excited states of (PV)7P: (a) Exciton sizes d̃exc , (b)
charge-transfer measures ωCT , and (c) functional group participation ωP

of singlet and triplet excitons plotted against vertical excitation energy at
the RI-ADC(2)/TZVP level of theory. The inset in (a) shows the size of a
PPV oligomer for comparison.

around an excitation energy of about 4.3 eV. They are character-
ized by small ωCT values (below 0.23) and exciton sizes ranging
between 2.51 and 4.51 Å. Comparing these values to molecular
and fragment sizes, they lie between the size of an individual
phenyl ring and a PV subunit, both indicated by dotted lines in
Figure 11(a). Charge-transfer measures of the Frenkel states are
below 0.23 for all states resembling the ωCT values of locally con-
fined excitations in the oligomer series in Sec. 4.2. The Wannier
excitons present a different picture showing a large dispersion of
the excitation energies with varying quasi-momentum and strong
variations in the d̃exc and ωCT measures. Different series of data
points are, however, clearly apparent and a more detailed ex-
amination shows that they indeed correspond to the previously
defined exciton types. For the singlet W (1, j) series marked in
red, [x,⊗] in Figure 11, exciton sizes start at 6.48 Å, which is
somewhat larger than a PV subunit, slowly decreasing towards
4.67 Å. The corresponding charge-transfer measures lie between
0.36 and 0.23. In contrast, the W (2, j) series starts at exciton
sizes of 11.59 Å, about the size of a PVPV fragment, decreasing to
7.56 Å. The W (2,1) exciton is almost double the size of W (1,1), in
agreement with Eq. (15).19 In Figure 11 (a) there is an isolated
data point at d̃exc = 20.73 Å. It belongs to the W (3,1) exciton,
which also possesses the large ωCT value of 0.88. The triplet ex-
citons are marked in blue [⋄,△] in Fig. 11. The W (1, j) series
starts slightly above 2 eV with the W (1,1) exciton possessing an
exciton size of 4.98 Å. The series slowly decreases towards a size
of 3.00 Å. The second triplet exciton series W (2, j) starts at ex-
citon sizes more than twice as large as the W (1, j) excitons with
13.17 Å and contains a second state at 10.88 Å. A general trend
found in Figure 11 is that excitons become more tightly bound
with increasing quasi-momentum (see also Ref. 44). This shows
that the intrinsic wavefunction is not completely separated from
the combined quasi-particle motion. It will certainly be of interest
to determine whether similar effects are found for other systems.

In band models three different types of excitons are usually
considered to be responsible for the excitation spectrum of PPV.
These are constructed from two different types of bands, one
has delocalized orbital contributions over phenylene and viny-
lene groups (d and d∗) and one has localized orbitals confined
at the phenyl rings with zero orbital contributions at the bridging
C-atoms connected to the vinylene groups (l and l∗). The first
exciton is a Wannier-type exciton with a transition between delo-
calized bands (d → d∗), the second is an intermediate species with
transitions between different band types (l → d∗ and d → l∗) and
the third is a Frenkel-type exciton with a transition between local-
ized bands (l → l∗).19,21 In the present quantum-chemical frame-
work, the contributing molecular orbitals are computed without
a priori assumptions and therefore it is interesting to examine
the participation of the two functional groups to different exci-
tonic states identified earlier. For this purpose, we use the ωP

value defined in Eq. 8, which counts the probability of electron

or hole to be found at a phenyl ring plotted in Figure 11(c). The
results show that Wannier excitons are in general composed of
an even mixture of phenylene and vinylene orbital contributions
with ωP values ranging between 0.42 and 0.66. For example the
11Bu state has an ωP value of 0.61 and the 13Bu state a somewhat
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smaller value of 0.55. This observation is truly independent from
the quantum numbers n or j. This stands in good agreement with
the picture of delocalized bands responsible for the d → d∗ tran-
sitions. In contrast, Frenkel states show much larger ωP values of
≈ 0.85 indicating that these are primarily localized on the pheny-
lene groups. However, it should be noted that there are indeed
resonances with the vinylene groups, which contribute about 15%
of the excitation. The delocalization effect may in fact be respon-
sible for the small excitation energies of these states compared to
isolated benzene rings. In the whole set of excited states we do
not find any states with more than 50% vinylene contribution. In
fact, the states with large vinylene group contributions are always
at least delocalized over the adjacent phenylene carbon atoms.

5 Conclusions

In this work, we presented high-level ab initio calculations of the
excited states of poly(para phenylene vinylene) oligomers and in-
terpreted them using specialized wavefunction analysis protocols.
The results showed a good agreement with experimental findings
and essential excitonic properties were reproduced. Furthermore,
a variety of details about the exciton wavefunctions could be elu-
cidated in qualitative and quantitative analyses.

High-level benchmark computations employing the ADC(3)
method were presented for the smallest three oligomers. Aside
from verifying the accuracy of the ADC(2) method with respect
to energies, oscillator strengths, and wavefunctions of primarily
singly excited states, this examination highlighted the importance
of low-energy doubly excited states. These have received little at-
tention so far, but we want to point out that they represent ideal
doorway states for singlet fission, as observed in PPV.83,84

The influence of increasing the size of the π conjugated system
on the excited states was investigated. For this purpose, a set of
eight oligomers was constructed ranging from two to eight phenyl
rings. While for the smaller oligomers, confinement effects domi-
nated, delocalization and the formation of exciton bands was ob-
served for the larger cases. These changes were illustrated in a
pictorial representation, using electron-hole correlation plots, as
well as quantified through excited-state descriptors.

The largest compound, (PV)7P, was analyzed in detail investi-
gating the first twenty singlet and twenty triplet excited states. A
detailed examination of exciton wavefunctions revealed the pres-
ence of different exciton bands which were identified as Wannier
or Frenkel excitons. For Wannier excitons, bands of varying quasi-
momentum were identified. A comparison of singlet and triplet
excitons revealed that the latter exhibited more tightly bound
electron-hole pairs leading to significantly lower excitation ener-
gies which matches experimental findings. A characterization in
terms of the participation of the phenylene and vinylene func-
tional groups was provided. The results of this study highlighted
some new aspects, which were previously not at the center of
attention, pertaining to (i) the systematic lowering of electron-

hole separation distances with increasing quasi-momentum for
Wannier excitons, (ii) the importance of low-energy doubly ex-
cited states, and (iii) the presence of a band of dark low-energy
Frenkel excitons around 4.5 eV. Understanding these points and
determining whether (i) and (ii) are general phenomena in con-

jugated organic polymers will require extended studies in future.
Furthermore, it will be beneficial to examine the effects of struc-
tural fluctuations and of dielectric screening, which is expected
to be strong and variable in bulk PPV.19 These questions will
be addressed in forthcoming work employing ADC in combina-
tion with equilibrium and non-equilibrium polarizable continuum
models95 and appropriate structural sampling.
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