
This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. We will replace this Accepted Manuscript with the edited 
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 

Accepted Manuscript

www.rsc.org/pccp

PCCP

http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/


Polaronic effects at finite temperatures in the B850 ring of LH2 com-
plex
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Energy transfer and relaxation dynamics in the B850 ring of LH2 molecular aggregate are described, taking into account the
polaronic effects, by a stochastic time-dependent variational approach. We explicitly include the finite temperature effects into
the model by sampling the initial conditions of the vibrational states randomly. This is in contrast to previous applications
of the variational approach, which consider only the zero-temperature case. The method allows us to obtain both the micro-
scopic dynamics at the single-wavefunction level and the thermally averaged picture of excitation relaxation in a wide range of
temperatures. Spectroscopic observables such as temperature dependent absorption and time-resolved fluorescence spectra are
calculated. Microscopic wavefunction evolution is quantified by introducing the exciton participation (localization) length and
exciton coherence length. Their asymptotic temperature dependence demonstrates that the environmental polaronic effects range
from exciton self-trapping and excitonic polaron formation at low temperatures to thermally induced state delocalization and
decoherence at high temperatures. While this is observed on wavefunction level it remains hidden spectroscopically.

1 Introduction

Delocalized electronic excitations of optically active molecu-
lar complexes and aggregates are usually described within the
framework of exciton theory1. The length scales of such sys-
tems grant them properties similar both to single molecules
and to solid state. Such systems show unique electronic and
optical properties. They display features of discrete transitions
as opposed to continuous bands of bulk materials, yet their
coherent excitations are delocalized over multiple constituent
monomers. The importance of theoretical and experimental
studies of the aggregates has steadily increased throughout the
last decade. Prospective uses of artificially created aggregates
include solar cells and photochemical functional complexes,
while Nature utilizes them in primary processes of photosyn-
thesis2.

A set of approximations is commonly used when trying
to model the electronic excitation dynamics in such systems
theoretically3. Their dynamics are very strongly dependent
on interactions with the local intramolecular vibrations and
their immediate surroundings usually referred to as the phonon
bath4,5. Consequently the electric dipole moments of the ex-
cited states may cause non-uniform polarization of the imme-
diate environment, creating excitonic polarons6. This presents
a serious challenge for describing the collective dynamics and
decoherence effects. For instance, in photosynthetic aggre-
gates1 the couplings between monomers can be of the same
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order as couplings to vibrations, which makes the perturbation
theory a rough approximation. Additionally, the very spectral
content of the environment vibrations is very complex and is
difficult to predict theoretically and just as difficult to mea-
sure experimentally, requiring hole-burning, Raman and fluo-
rescence line narrowing experiments7,8. Even then, the model
parameters may vary between monomers in the same system,
dependent on their respective place in the protein matrix caus-
ing inhomogeneous disorder. On the other hand, there is a
huge amount of spectroscopic information available for some
of these naturally occuring molecular aggregates, including
coherent multi-dimensional spectroscopy that directly mea-
sures the nonlinear optical response of the system and reveals
homogeneous and inhomogeneous linewidths9. This gives the
possibility to fix some model parameters with confidence.

One of the basic light harvesting agents in studies of pho-
tosynthesis is the LH2 - the peripheral light harvesting com-
plex of purple bacteria10,11. The complex demonstrates out-
standingly high circular symmetry and the atomic structure
obtained by X-ray crystallography12 is known for two bacte-
ria species: Rhodospirillum molischianum13 and Rhodopseu-
domonas acidophila14,15 (now Rhodoblastus acidophilus16).
The latter complex consists of 27 bacteriochlorophyll (BChl) a
pigments bound to a protein matrix and arranged in two con-
centric C9-symmetry rings: one having 9 pigments and the
other 18. The complex has two prominent absorption bands
at 800nm and 850nm at room temperature. The rings are
commonly associated with these absorption peaks and named
correspondingly to their absorption maxima (in nanometers)
as B800 and B850. The 9 Bchl a pigments that compose
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the B800 ring are weakly interacting, and the B850 ring is
grouped into 9 strongly interacting heterodimeric pairs of
Bchl a pigments17–23. The lowest-energy optical transition
of isolated Bchl a pigments raises a peak approximately at
770nm (dependent on solvent), and the large shift in tran-
sition frequency of LH2 is caused by the excitonic splitting
and the reorganization of the local environment. Frenkel ex-
citon model has been successful to explain absorption spec-
troscopy11,24,25 as well as ultrafast dephasing in two dimen-
sional coherent spectroscopy experiments26–29 showing the
relevance of k-band electronic structure30–32. However, the
temperature dependencies of the spectra require to include
dichotomous corrections33,34, or more complex anharmonic
phonon properties29. Simulations of the experimental emis-
sion spectra of LH2 suggested that the exciton model is not
enough to explain the broadening of the lowest exciton state
and the temperature dependence of the fluorescence lifetime.
Exciton self-trapping in the B850 ring has been suggested to
explain the effects21,35,36. The same concept of exciton self-
trapping has been used to explain the experimental data on
site-selective spectra37 and single-complex fluorescence exci-
tation and emission spectra38.

However, the polaronic effects are not trivial to confirm at
ambient temperature because superpositions of states are in
play. It has been shown in ref.39 that the off-diagonal elements
of the density matrix not decaying to zero asymptotically cor-
responds to non-optimal choice of representation (quantum
mechanical basis set). According to the statistical physics the
thermal equilibrium density operator in the global eigenstate
basis is necessarily diagonal, i. e. the off-diagonal elements
of the density matrix are zero. The search for polaronic ef-
fects then corresponds to the search of the global eigenbasis
(also known as the pointer basis set of the system undergoing
decoherence)40,41 and comparing it to the excitonic basis. The
excitonic polaron picture has been demonstrated to be relevant
in the case of overdamped phonon bath at an arbitrary temper-
ature in a model system39,42.

Redfield relaxation theory does not account for polaron ef-
fects. There is a number of theoretical methods available
for description of the intermediate excitonic-vibrational cou-
pling regime, where non-perturbative treatment is needed,
though they come with additional costs. The exact hierar-
chical equations of motion approach describes the excited
state evolutions precisely39, however, it imposes restrictions
on the spectral content of vibrations and the computation time
scales unfavorably with the number of system sites, making
it difficult to apply to large molecular aggregates. Methods
based on time-dependent version of density matrix reorganiza-
tion groups are applicable only to one-dimensional systems43.
In this paper we describe excitation dynamics and trapping
in the strongly coupled B850 ring of LH2 aggregate utiliz-
ing the non-perturbative quantum variational approach to the

wavefunction of the excitonic system based on the Davydov
Ansatz44–48. We additionally extend the conventional zero-
temperature approach by introducing stochastic initial condi-
tions of the vibrational modes, thus introducing finite temper-
atures. The approach results in a nonlinear set of equations
for the excitonic wavefunction and hence includes the branch-
ing dynamics of nonlinear systems, i. e., the exciton-polaron
transitions. The exciton wave-like propagation, self-trapping
and delocalization effects in this ring are obtained and charac-
terized via simulations of excitation relaxation dynamics to-
gether with linear absorption / fluorescence spectra.

2 Theory

Excitations in the pigment-protein aggregates are usually con-
sidered as Frenkel excitons delocalized over several pig-
ments1,3,49. While the molecules may be identical in their
chemical composition, the conformational disorder breaks the
symmetries. Additionally, molecular vibrations perturb the
energies of electronic transitions. Thus we apply the model
including the static and time-dependent site energy variation,
described by the following Holstein Hamiltonian:

Ĥ =
∑
n

(εn + δn) â†nân +
∑
m6=n

Jmnâ
†
mân

+
∑
q

ωq b̂
†
q b̂q −

∑
n

â†nân
∑
q

gqnωq(b̂
†
q + b̂q). (1)

Here εn denotes the average electronic transition energy for
site n and δn is the static (random) transition energy shift spe-
cific for each different member of the total statistical ensem-
ble. Jmn is the resonant coupling matrix element between
sites m and n. â†n and ân are the creation and annihilation op-
erators for an electronic excitation at site n, b̂†q and b̂q are the
creation and annihilation operators for the vibrational modes
(including modes belonging to the phonon field), q is the mode
index, ωq is its frequency (we set h̄ = 1), and gqn is the
linear coupling strength between the site n and the phonon
mode q. The total energy of the system is shifted by a con-
stant − 1

2

∑
q ωq value of all-phonon zero-point energy, which

makes no difference for the spectroscopic observables. The
static energy shifts δn are responsible for diagonal static dis-
order: the values are randomly chosen according to a Gaussian
probability distribution with zero mean and standard deviation
σn. Different site energy disorder values are uncorrelated.

Microscopic excitation dynamics are obtained by apply-
ing the Dirac-Frenkel variational principle50 to a certain
trial wavefunction, which corresponds to the Davydov D2

Ansatz45,46:

|ΨD2(t)〉 =
∑
n

(
αn(t)â†n exp[

∑
q

λq(t)b̂
†
q − h.c.]

)
|0〉e|0〉p.

(2)
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This procedure optimizes the Ansatz so that the deviation
from the exact solution of the Schrödinger equation is min-
imal. Accordingly, an arbitrary vibrational non-equilibrium
state of such a system is described by a single multidimen-
sional coherent state, displaced by λq(t) (for mode q) from
its origin in coordinate-momentum phase space. This ap-
proach allows us to treat very large numbers of vibrational
modes explicitly, avoiding the reduced density operator ap-
proach. Electronic excitation states αn(t) span the whole
single-excitation subspace. The bath subspace of the solutions
is limited to a subspace spanned by the parametrized Ansatz.
In this parametrization the vibrational wavefunction of a sin-
gle oscillator is always given by a single coherent state (super-
position of such states in a single oscillator is not included),
and the excitonic subspace of the parametrized solution ad-
mits an arbitrary single-excitation state. Considering N sites
and Q total modes for the phonon field, the wavefunction then
requires N + Q complex time-dependent parameters to be
uniquely specified. The phonon amplitudes are independent
of the electronic state amplitudes in the D2 Ansatz (in con-
trast to the Davydov D1 Ansatz), but the local bath correlates
the amplitudes in the resulting equations of motion. We de-
note the projections of the trial wavefuntion to electronic and
vibrational subspaces as |ΨD2(t)〉e and |ΨD2(t)〉p.

In order to obtain the α(t) and λ(t) functions that would
minimize the deviation from the exact solution, we closely fol-
low the procedure given in42. In our previous paper we used
a more complicated Ansatz form and studied only the zero-
temperature case. However, the simpler Davydov D2 Ansatz
as the trial wavefunction as used in this paper still captures po-
laronic dynamics. Additionally, the simpler equations of mo-
tion allow faster computation and thus allow random sampling
of bath states, which is used to account for finite temperature.
The detailed derivation of the present model is given in Ap-
pendix A. The resulting equations of motion are:

α̇n = −iαn
∑
m

|αm|2 zm(t)− i (εn + δn)αn (3)

− i
∑
m6=n

Jnmαm + iαnzn(t),

λ̇q = −iωqλq + i
∑
n

|αn|2gqnωq, (4)

where
zn(t) =

∑
q

gqnωq(λqn + λ∗qn) (5)

is the real-valued collective coordinate function. At high tem-
perature for the large number of modes forming a smooth
spectral density function shape, the collective coordinates
(Eqn. 5) perform classical Gaussian fluctuations. This ap-
proach results in an initial value problem that can be solved us-

ing common methods. Here we use the adaptive step Runge-
Kutta (4,5) algorithm for the numerical solution.

We make a widely used assumption that the length scale
of the phonon modes is much smaller than the distance be-
tween pigments in a molecular aggregate and consider the
modes to be localized and coupled only to a single site, mak-
ing the fluctuations of the site energies uncorrelated. Tech-
nically, we set the coupling constants in such a way that a
site only interacts with a subset of the environmental oscilla-
tors. Hence, the total oscillator number Q = QsiteN , where
Qsite is the number of oscillators interacting with a single site.
Then for a site n the coupling constants gqn 6= 0 only for
nQsite ≤ q < (n + 1)Qsite . Hence, each oscillator becomes
coupled with a single specific pigment. This assumption al-
lows us to define the spectral density function of a site n3:

C
′′

n (ω) = π
∑
q

g2
qnω

2
qδ(ω − ωq). (6)

Integrating it over the complete range of frequencies, we ob-
tain the reorganization energies of the sites:

Λn =
1

π

∞∫
0

C
′′

n (ω)

ω
dω =

∑
q

g2
qnωq. (7)

In real systems the number of environmental modes is effec-
tively infinite, making the spectral density a continuous func-
tion (though sharp peaks corresponding to specific intramolec-
ular vibrational modes are prominent at higher frequencies).

The system being at constant temperature must contain ther-
mal energy in all vibrational modes. Hence, the temperature
of the environment determines the energy and displacements
of the vibrational modes. The phonons prior to optical excita-
tion of the system are in thermal equilibrium and hence can be
sampled from a thermal state. The equilibrium density opera-
tor of a thermal state is the canonical ensemble:

ρ̂ =
1

Z
exp

−∑q ωq

(
b̂†q b̂q + 1

2

)
kT

 . (8)

Using the Glauber-Sudarshan P representation of the equilib-
rium thermal state51 the density operator in a coherent state
basis is given by

ρ̂ =
∑
q

∫
Pq(λq)|λq〉〈λq|dReλqdImλq, (9)

where Pq (λ) is a generalized probability distribution for each
vibrational mode. The Pq(λ) function is equal to:

Pq (λ) = Z−1 exp
(
−|λq|2 exp

[
− ωq
kT

])
, (10)
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where Z is the partition function of a single oscillator. Con-
sequently, the initial conditions for the environmental phonon
states prior to optical excitation are sampled from distribution
(10). Note that the mean energy of a phonon mode sampled
using the provided Pq (λ) function is equal to 1

2ωq coth
ωq

2kT ,
so the high frequency modes of the system are at ground state
prior to the optical excitation. This is the only way the temper-
ature comes in when determining the dynamics of the system.
The zero temperature case then corresponds to every environ-
mental oscillator being in the ground state initially (which is
exactly equivalent to a coherent state with displacement pa-
rameter λq = 0).

For the spectroscopy simulations presented in this paper
we model the absorption and emission events using a broad-
band optical pulse (ideally of an infinitely small duration and
infinitely broad spectrum). The elementary optical excita-
tion event (in the sense of perturbation theory) is then real-
ized by acting with the system-field interaction Hamiltonian,
ĤSF = d̂ · E with d̂ =

∑
n µn(â†n + ân), on the electronic

ground state leading to the initial excited state

|ΨD2(0)〉e ≡ N−1
∑
n

(µn ·E) â†n|0〉e (11)

with E being the electric field vector, µn the site transition
dipole vector, N the normalization of the wavefunction. The
direction of the electric field is generated randomly for each
realization to account for an arbitrary orientation. This excita-
tion defines the initial conditions for the electronic subsystem
and takes into account the orientational properties of the site
dipoles.

The observables of interest are the absorption and time-
resolved fluorescence spectra, the occupation probabilities of
individual sites or groups of sites and the delocalization length
of the excitation. The absorption spectrum is obtained from
the linear response theory by calculating the time-domain re-
sponse functions and averaging over the realizations of both
the static disorder and randomly sampled initial conditions for
the vibrational states. Using the wavefunction approach we
have the following form for the linear absorption52:

F abs(ω) = Re

∫ ∞
−∞

dt eiωt
∑
R

Fabs
R(t), (12)

whereFR(t) is the linear optical response function for a single
fluctuating trajectoryR. It can be explicitly evaluated in terms

of dynamical variables αn, λq (Eqns. 3,4) as:

Fabs
R (t) = 〈ΨD2(0)|p〈0|ed̂eiĤBt|ΨD2(t)〉

=
∑
m,n

(µm · µn)α∗m(0)αn(t)

· exp
∑
q

(
eiωqtλ∗q(0)λq(t)

−1

2

[
|λq(0)|2 + |λq(t)|2

])
, (13)

with ĤB =
∑
q ωq b̂

†
q b̂q . The time-resolved auxiliary fluores-

cence optical response function53 is calculated similarly:

F trf(ω, τ) = Re

∫ ∞
−∞

dt eiωt
∑
R

F trf
R(t, τ), (14)

where the contribution from a single realization is given by

F trf
R (t, τ) = 〈ΨD2(τ)|d̂eiHBtd̂|ΨD2(t)〉

= SR ·
∑
m,n

(µm · µn)α∗m(τ)αn(t)

· exp
∑
q

(
eiωq(t−τ)λ∗q(τ)λq(t)

−1

2

[
|λq(τ)|2 + |λq(t)|2

])
, (15)

with SR =
∑
n(E · µn)2 being the weight factor for the re-

alization characterizing its excitation probability. This expres-
sion is analogous to absorption except the time arguments are
shifted to allow the partial equilibration in the electronic ex-
cited state for a time period τ .

3 Model parameters of LH2 aggregate

The above described model is used to describe excitation dy-
namics of photosynthetic LH2 aggregate. We choose to in-
vestigate separately some observables of the full LH2 system,
and then focus on the excitation dynamics of the B850 ring.
The site energy and coupling matrix (the Hamiltonian of the
electronic subsystem) is used as described in Ref.25,29. Ad-
ditionally we average energies of identical pigments: B800,
α-B850, and β-B850; where α-B850 and β-B850 refer to
the pigments bound to the α (outer) and β (inner) transmem-
brane proteins of LH2 complex respectively. In the model the
site energies of α-B850 pigments are about 310 cm−1 higher
than of β-B850. The site-dependent conformational disorder
δn was generated according to a Gaussian distribution with
standard deviations: σB800 = 60 cm−1, σB850 = 220 cm−1,
where σB800 is the value for every pigment belonging to the
B800 ring, and σB850 for every pigment belonging to the B850
ring29.
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The form for the spectral density function was chosen as a
sum of Ohmic and super-Ohmic spectral densities to correctly
account for the low-frequency behaviour54, which is the most
relevant for intra-ring energy transfer. The bath parameters are
assumed from experimental absorption lineshape studies55:

C
′′

n (ω) =

2∑
i=1

ωi+1e
− ω

ωc,i
αi

ωic,i (i+ 1)!
. (16)

Here ωc,1 = 50 cm−1, ωc,2 = 15 cm−1, α1 = 1, α2 = 2.
ΛB800 = 45 cm−1, ΛB850 = 135 cm−1 denote the reorgani-
zation energies (Eqn. 7) of pigments belonging to B800 and
B850 rings respectively. We must note that the chosen form
of spectral density function with the specified parameters does
not account for the inter-ring energy transfer processes, since
the spectral density approaches zero at frequencies that cor-
respond to the energy gaps between the B800 and the B850
excitons. Additional high frequency modes may be necessary
for the inter-ring relaxation4.

For simulations, the vibrational modes of each site are de-
fined by uniformly discretizing the spectral density function
with a frequency step ∆ω in the frequency range (0,W ],
where W = ∆ωQsite is the bandwidth. W should be cho-
sen to be larger than all relevant vibrational frequencies of the
system (essentially it should match the frequency of the high-
est vibrational mode which is coupled to the electronic states
strongly enough to influence its dynamics), while the mini-
mum frequency interval ∆ω defines a recurrence timescale
equal to 2π/∆ω . In general the latter should be larger than
an arbitrary timescale of interest in the system dynamics. The
phonon bandwidth (cutoff parameterW ) was set to 425 cm−1,
while Qsite = 200 and consequently ∆ω = 2.125 cm−1.
The coupling strengths are assigned using Eqn. (6): g2

qn ∝
C
′′

n (ωq)/ω
2
q . The sign of gqn remains arbitrary, so we keep it

positive, while the values are normalized using the definition
of the reorganization energy (Eqn. 7). Every simulation is
averaged over 25000 realizations of static disorder and initial
conditions for the vibrational states.

To investigate the localization behaviour of the excitonic
states we use three quantities. The first one is the exciton par-
ticipation ratio which is defined as:

L(t) = 〈SR ·

(∑
n

|αn(t)|4
)−1

R

〉, (17)

here angular brackets denote the averaging over thermal en-
semble and over disorder. The second one is the excitonic
coherence length56:

L[2](t) =
∑
m6=n

|ρ̂elmn|, (18)

where ρ̂el is the electronic density operator, given by

ρ̂el =
∑
R

SR ·
∑
m,n

(α∗m(t)αn(t)|m〉〈n|)R . (19)

Similarly we obtain the third parameter - excitonic coher-
ence length as

L[2]
e (t) =

∑
m6=n

|ρ̂excmn|, (20)

where ρ̂excmn is the density operator in the eigenbasis of the
electronic Hamiltonian. It represents the quantified amount
of coherence between distinct excitonic states. The density
operators are normalized according to Trρ̂el = Trρ̂exc = 1
condition. In contrast to static models, all parameters are av-
erages of time-dependent stochastic quantities and include the
dynamic disorder. The three definitions become very impor-
tant to investigate the effect of finite temperature on exciton
delocalization to isolate the dephasing effects of the thermal
environment (see below).

4 Results

The set of parameters is directly taken from our previous pa-
pers25,29 and in this paper we did not perform any additional
fitting of the model parameters. Thus, the direct comparison
between the simulation results can be performed. We first cal-
culate the linear polarization and the corresponding absorption
spectrum of the full LH2 complex. Using the Eqn. (12), we
calculate the dynamics of the system and construct the time-
domain optical response function for the ensemble. It decays
rapidly on a timescale of∼200 fs, so only the initial femtosec-
ond dephasing and energy transfer processes contribute to the
absorption spectrum of the system, with later times being rel-
evant only to other spectral signals (such as fluorescence).
Absorption spectrum at T = 100 K (Fig. 1) reveals the
expected double-peak structure with peaks at ∼11600 cm−1

and ∼12500 cm−1 (see ref.23,25,29,57). The lineshapes and the
peak heights calculated using the present variational approach
closely match the previous simulations (these were fitted to
experiment), which demonstrates that either the Redfield or
the present variational simulation approaches do describe the
complexity of excitation dynamics relevant to absorption pro-
cess. Consequently, the set of parameters is sufficiently accu-
rate to describe absorption process.

The electronic excitation causes energy relaxation within
the aggregate through both electronic and vibrational degrees
of freedom. In the following we proceed to simulate the dy-
namics in the B850 ring and do not consider the B800. The
B850 ring is relevant for, e.g. fluorescence process since only
B850 is emitting at long times. Additionally, the excitation dy-
namics in B850 falls into regime where excitonic interaction
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Fig. 1 Absorption spectrum of the full LH2 system at T = 100
K. The blue area represents the modeled spectrum using the time-
dependent variational approach (TDVP). Averaging over static disor-
der and thermal fluctuations is performed. The red area is the spec-
trum calculated with the Redfield approach as described in ref. 29.

as well as static and dynamic disorder are of comparable mag-
nitudes. Thus, the excitation dynamics is expected to involve
complex polaronic effects.

The population dynamics of B850 ring, shown in Fig. 2,
demonstrates a number of expected phenomena in this kind of
model, namely energy redistribution among the dimeric sub-
units of the ring consistent with the kinetic relaxation scheme,
and decaying coherent oscillations which can be observed
throughout the first 100 fs of evolution.

At all temperatures the duration of the coherent oscillations
stays roughly the same, which implies that the dephasing pro-
cess is dominated by the static disorder instead of the thermal
effects. To further reinforce the statement we simulate the dy-
namics at 100K temperature without the static conformational
disorder (Fig. 3). As can be seen, in this case, the coherent
oscillations persist up until 500 fs implying that the coherent
processes last much longer in a single B850 ring vs. the disor-
dered ensemble. Additionally notice that the final populations
weakly depend on temperature and on static disorder. Hence,
they must be determined by the energy splitting between vari-
ous sites and by the intermolecular couplings.

Even though the electronic site populations become quasis-
tationary after 100 fs (with static disorder) or 500 fs (without
static disorder), the relaxation process continues due to the
evolution of the phase relationships. This is demonstrated by
plotting the populations in the excitonic picture (Fig. 4). For
the symmetric circular aggregate the lowest energy excitonic
state is denoted by quasimomentum k = 0, while next two
excitonic states are degenerate with k = ±1. We recover this

Fig. 3 Time dependencies of site populations of B850 ring at 100 K
temperature, with the excitation created by a broadband optical pulse,
averaged over thermal fluctuations without static disorder. Different
lines represent excitation populations at various sites, |αn(t)|2 (18
lines totally).

result when static disorder is not included. From Fig. 4 fol-
lows that the evolution towards a thermally equilibrated state
continues to 2 ps, with the excitonic populations approaching
a Boltzmann distribution. For comparison, at T = 100 K,
kBT ≈ 70 cm−1 and the energy gap between apparent k = 0
and k = ±1 states is equal to ∆k=0,k=±1 = 108 cm−1. With
Boltzmann distribution, exp(

−∆k=0,k=±1

kBT
) ≈ 0.21 which is

consistent with the observed asymptotic distributions of the
excitonic populations and the excitonic picture (with the sec-
ond highest excited state populations having approximately
0.2 value). The inclusion of static disorder lifts the degen-
eracy between k = +1 and k = −1 states, also slightly slow-
ing down the relaxation process. Higher energy degenerate
states k = ±2, 3 . . . are similarly split. With the degener-
acy lifted we denote the lower and higher energy states cor-
respondingly as k = 1−, 2−, . . . for the lower energy states
and k = 1+, 2+, . . . for the higher energy states. Note that
without static disorder we observe slow redistribution of pop-
ulations in the interval from 1 to 2 ps when the population of
the lowest energy excitonic state slightly decreases. This ef-
fect implies slow reorganization of excitonic energies which
hints on the transition to polaronic states.

Since the polaronic effects seem to appear at ∼1 ps
timescale, auxiliary time-resolved fluorescence (TRF) spec-
tra53 allow us to probe the spectral relaxation dynamics of the
system including the complex interplay between the electronic
and vibrational degrees of freedom in these timescales. The
results at four values of temperature are presented in Fig. 5.
We normalize each of the lines to the maximum of the spec-
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Fig. 2 Time dependencies of site populations of B850 ring at various temperatures, with the excitation created by a broadband optical pulse,
averaged over static disorder and thermal fluctuations. Different lines represent excitation populations at various sites, |αn(t)|2 (18 lines
totally).
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(a) With static disorder (b) Without static disorder

Fig. 4 Time dependencies of excitonic populations as a function of time at T = 100 K. We specifically mark the three lowest energy states
(labeled by their quasimomentum k in order of increasing energy), the rest of the lines correspond to higher energy states.

trum at t = 0.

Some of the features already evident from the site/exciton
populations can be seen in the spectra. First, the spectral line
at low (20, 50 K) temperatures show fine structure of exci-
tonic bands. At high 300 K temperature the homogeneous
broadening becomes larger and excitonic bands become hid-
den. Second, decay time of the absolute intensity of the spec-
trum coincides with the decay of coherent effects (Fig. 2) ,
and is attributed first and foremost to the electronic coherence
decay process, the second factor playing a role from 500 ps to
1 ps is the relaxation to the k = 0 state carrying relatively low
dipole strength. This can be clearly seen in the TRF spectra at
lower temperatures, where the peak height decays rapidly to a
value of about 0.6 during the initial 50 fs, and then relaxation
to the k = 0 state located at ∼11400 cm−1 redshifts the peak
on a slower time scale. At higher temperatures the thermally
induced decoherence manifests on a faster time scale, leading
to approximately exponential relaxation kinetics (see Fig. 5).
Consequently time-resolved fluorescence follows the popula-
tions of excitonic states quite accurately and polaronic effects
remain difficult to unambiguously identify.

As it turns out with the present set of parameters the pola-
ronic effects remain hidden in the absorption or time-resolved
fluorescence spectra. However, to test whether they need to be
considered at all we perform the analysis of the wavefunction
itself. We thus investigate the exciton participation parameter
(Eqn. 17) and the coherence length parameter (Eqn. 18). The
exciton participation ratio is calculated separately for each re-
alization and then averaged, thus representing the wavefunc-
tion delocalization behaviour for each member in the statisti-
cal ensemble. The coherence length is obtained from the elec-

tronic density operator, so it includes the decoherence due to
diagonal disorder in a different way.

As can be seen in Figs. 6 and 7, at t = 0 the state is highly
delocalized due to an excitation by a broadband pulse, with av-
erage exciton participation ratio of 11.5 and coherence length
of 10.5. Both delocalization parameters, participation ratio
L(t) and site coherence length L[2](t), undergo a small decay
in the initial stages of the evolution (∼100 fs) consistent with
the decay of coherences. Then the participation ratio, L(t),
decays further at low temperatures, demonstrating character-
istics of exciton self-trapping. However, at 300 K tempera-
ture the exciton participation starts to slightly increase in value
from 500 fs. Overall at 2 ps time the participation grows with
temperature. This result suggests that high temperatures coun-
teract the self-trapping, inhibiting the localization process.

The coherence length, L[2](t), shows a different tempera-
ture dependence. It decays rapidly up to 500 fs at all temper-
atures. It further decays down to ∼2 at time 2 ps at high 300
K temperature. However at low temperature (20 K) the coher-
ence length grows up to the value of ∼7 from 500 fs to 2 ps.
Thus, the overall picture is the following: at short times both
parameters decay together with electronic coherences leading
to the primary mixed state formation; later exciton participa-
tion grows with temperature, while the coherence length con-
tracts with temperature.

The coherence length not decaying completely and remain-
ing at some fixed value confirms the non-optimality of the site
basis. The site basis certainly is not the eigenbasis due to non-
zero couplings between sites. Therefore we switch to the ex-
citonic basis and show the coherence length in the excitonic
basis set (Eqn. 20) in Fig. 8. Again the length decays within a
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Fig. 5 Time resolved fluorescence spectra of the B850 ring.
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Fig. 6 Time evolution of the participation ratio, L(t), in B850 ring
of LH2 aggregate at various temperatures.

few hundred fs in accord with coherence decay and stays con-
stant from 1 ps. Note that asymptotic L[2]

e (t) values are gener-
ally much smaller, with the values being lower than 0.5. This
implies that the excitonic states are close to the global eigen-
states for the system. However, non-zero asymptotic values
demonstrate the existence of polaronic effects.

Delocalization parameters demonstrate complicated tem-
perature dependence, which is revealed by the asymptotic val-
ues of L, L[2] and L[2]

e . This is additional proof of the for-
mation of polaronic picture at temperatures from 20 to 100 K.
At 300 K temperature L[2]

e asymptotically decays to zero sig-
nifying that only at room temperature the excitonic picture is
valid.

5 Discussion

Impact of the thermally fluctuating environment on the proper-
ties of the electronic excitations in the molecular aggregates is
poorly understood. In the presented stochastic time-dependent
variational wavefunction approach a large number of the envi-
ronmental vibrational modes is treated explicitly and individ-
ual trajectories of the excitations with initial stochastic state
of the environment at a given temperature can be traced. Thus
the environmental effect on the excitation dynamics can be
explored in great detail. The distinctive feature of the present
approach in comparison to other similar ones58,59 is that fi-
nite temperature is explicitly included: The energy of initial
displacements of the vibrational modes follows a canonical
distribution in accord with the statistical physics. Each site
is coupled to a separate pool of oscillators, with initial ther-
mal states sampled independently. The presented method is

Fig. 7 Time evolution of the coherence length, L[2](t), in B850 ring
of LH2 aggregate at various temperatures.

Fig. 8 Time evolution of the coherence length in the excitonic repre-
sentation, L[2]

e (t), in B850 ring of LH2 aggregate at various temper-
atures.
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non-perturbative, which lets us probe realistic systems where
the resonant coupling and the reorganization energy are of
the same order, without having to consider one of them as
a small perturbation. Also due to the explicit treatment of
phonon modes an arbitrary form of spectral density function
can be assumed, including both continuous spectral density
functions and specific prominent molecular vibrational modes.
Timescales of various relaxation processes, attributed to elec-
tronic coherence decay caused by static disorder and to influ-
ence of the thermal bath can be extracted using the present
model, and direct comparison to ultrafast time-resolved spec-
troscopy experiments can be drawn using the modeled spectra.

LH2 is an ideal object to study the complexity of dissipa-
tive excitation dynamics. The approach and parameters are
validated by studying absorption (and fluorescence) spectra as
well as population dynamics. The energy transfer times within
rings of LH2 complexes were experimentally established. The
relaxation within B800 ring was estimated to take about 0.3 -
0.4 ps. at all temperatures18. Fast intraband equilibration of
100 - 200 fs was estimated for the excited states of B850 at
77 K for the LH2 complex of Rs. molischianum60. Indeed,
we obtain a rather similar excitation relaxation and transfer at
100 K (Fig. 4) considering only the B850 ring. The relaxation
dynamics in LH2 of Rb. sphaeroides at room temperature ob-
tained from the polarization controlled two-dimensional elec-
tronic spectroscopy shows 200 fs. component for the relax-
ation of the B850 high-excited states (identified at 770 nm)26,
which is slightly higher than what we observe in our modeled
time-resolve fluorescence spectra. This can be partially ex-
plained by relaxation pathways involving intramolecular high-
frequency molecular vibrations which were not included in
our simulations.

An additional property which we can address using our ap-
proach is the controversial high-excitonic component of B850
ring20,23,55,61. Keeping the above information, this question
thus becomes valid and significant since the excitonic effects
at ambient temperatures are apparently highly prominent. The
broadband pulse excitation creates populations in the higher
energy excitonic states, which manifest themselves as a broad
shoulder extending from∼12500 cm−1 to∼13000 cm−1, and
its fast decay during the initial 30 fs of the evolution can be
observed (Fig. 5). Its low amplitude makes it difficult to dis-
cern in experimental measurements - as expected it is superim-
posed with the line of the B800 ring in the total spectrum. The
high-excitonic component of B850 band was estimated to be
at approximately 780 nm (12820 cm−1) for Rb. sphaeroides
at 77 K20 or near 755 nm (13245 cm−1) at 100 K23 similarly
for Rb. sphaeroides and Rps. acidophila.

The interplay between excitonic effects and nuclear relax-
ation can cause evolution of polaronic dynamics and the vari-
ational approach includes these effects non-perturbatively. In
this paper we show that the polaronic properties do not affect

properties of optical absorption. Its associated spectrum is de-
termined by decay time of linear response function (∼100-
200 fs). The ultrafast time-resolved fluorescence of LH2 also
hardly reveals polaronic properties because its composition re-
flects structure and symmetry of excitonic energy levels (Figs.
4 and 5).

Therefore we look at intrinsic wavefunction properties. The
calculated participation parameter exceeds the corresponding
parameter measured in experiments. The exciton delocal-
ization factor of 5 pigments was estimated from the analy-
sis of the LH2 single-complex emission at 1.2 K38. This
value is in agreement with the delocalization we obtain at
low temperatures. However the simulations of the experi-
mental femtosecond transient absorption and time-dependent
pump-probe spectra of bulk LH2 samples performed by dif-
ferent groups suggested the delocalization over 4 - 6 sites
around 1 ps. (or steady-state limit) at room temperature and
77 K17,62,63. The authors stayed within the excitonic picture
with the Redfield relaxation approximation, thus the delocal-
ization was essentially determined by the interplay of the res-
onance coupling and the energy disorder in the system. Our
previous modeling of nonlinear spectra of LH2 ensemble us-
ing Redfield approach29 showed that excitons are delocalized
over 3-4 pigments in B850 ring at both 77 K and room temper-
ature as well. These values are significantly smaller than the
ones we obtain at corresponding temperatures and delay time
for a single realization averaged value in present simulations
(Fig. 6). However the present approach is qualitatively differ-
ent from the ones used in previous work29 and in17,62,63, and
allows us to take into account thermal fluctuations already at
the wavefunction level.

In essence, the wavefunction of every individual realization
(corresponding to single complexes in a medium) is largely
delocalized as shown by L(t) parameter. Highly populated
sites contribute heavily to the self-trapping effect, leading to
the decay of the exciton participation ratio. We find that
asymptotic long time values of delocalization parameters are
most relevant to inspect the polaronic effects. At low tem-
peratures exciton participation L(t) becomes small denoting
self-trapping. At the same time the excitonic coherence length
L

[2]
e becomes large signifying large departure from excitonic

picture. At high temperature the thermal fluctuations impede
self-trapping, increasing the delocalization of the wavefunc-
tions. However, this does not imply some kind of different
polaron formation, because at high temperature the wavefunc-
tion represents a thermally excited superposition of many ex-
citons. The decay of L[2]

e at 300 K on the contrary signifies the
validity of the excitonic picture: the resulting wavefunction
delocalization in real space is merely due to thermal activa-
tion of several excitons. We thus find that proper description
of delocalization and polaron formation requires inspection of
both participation and coherence parameters simultaneously.
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However, whether large participation ratios necessarily cor-
respond to the presence of coherence between the pigments
is a nontrivial question. Notice that even with large exciton
participation ratios at high temperatures in individual rings we
do not have large exciton coherence lengths, L[2] (these be-
come even reduced by increasing temperature). This seem-
ingly conflicting result implies fluctuation-induced decoher-
ence process between distant sites inside a single B850 ring:
the fluctuations will randomize phase relationships between
distant sites in a single wavefunction. We thus observe the
decoherence effects within a single B850 ring at large temper-
ature and this explains the temperature-induced reduction of
the coherence length.

Actually both parameters demonstrate signatures of exci-
tonic polaron formation. If the picture was purely exci-
tonic, the wavefunction coherence properties must be temper-
ature independent. Now both parameters, L(t) and L[2](t)
demonstrate strong temperature dependence implying transi-
tion from temperature-independent excitonic system symme-
tries to temperature-dependent polaronic picture.

The timescale of polaron formation is yet another important
parameter characterizing spectral signature of the polarons.
Coherence decay between the wavefunctions in the thermal
ensemble (fast decrease of delocalization during first 500 fs)
mostly coincides with the decay time of the optical response
function and of electronic coherences shown in Fig. 2. These
coherences shape the absorption spectrum. This makes the
polaronic effects impossible to observe in absorption spectra
of the system. The time-resolved fluorescence, according to
our simulations, approximately follows excitonic populations.
This may be the result of the fact that our long-time coherence
length in excitonic basis is considerably smaller than 1, what
may be related to our restrictions of the model parameters.
Specifically, we did not include the vibration-induced varia-
tions of intermolecular couplings. This is the major cause of
exciton self-trapping observed by the temperature dependence
of the fluorescence lifetime21,55 in real photosynthetic aggre-
gates.

While not studied in this paper, the delocalization depends
on the specific spectral content of bath fluctuations. If the bath
fluctuations are very slow, as demonstrated in42, the wave-
function becomes adiabatically trapped by energy deforma-
tion. More specifically, the slow phonon modes act as quasi-
static disorder and hence necessarily localize the excitonic
wave function in the Anderson sense, i. e. the disorder para-
metrically or adiabatically localizes quantum particles. Thus,
the localization does not necessarily involve response of vibra-
tional coordinates to the excitation or the feedback of inter-
action. Simple thermal fluctuations will induce localization.
Consequently higher temperature will cause more localiza-
tion. If the high frequency molecular vibrations are in place,
the polaronic effects mostly manifest due to feedback action.

In this case the higher temperature will cause detrapping. In
the present simulations we observe thermal detrapping. The
effect is due to thermal reduction of interaction feedback, thus
our vibrational modes are in high frequency regime.

The vibrational frequencies strongly overlap with excitonic
energy splittings and thermal energy kBT . Overlapping ener-
gies allow strong mixing of electronic and vibrational degrees
of freedom, while thermal activation leads to the vibronic dy-
namics. Finally, this phenomenon may assist fast relaxation
between energy bands in LH2 and fast exciton transport in
other photosynthetic systems.

There is another temperature-related issue that should not
be ignored while describing realistic LH2 aggregates. Nu-
merous experiments and modeling show that various sys-
tem and environment related parameters of LH2 complex
depend on temperature and this dependence is not simply
linear23,29,33,55,64. The present model is therefore not fully
comprehensive to accommodate all features of LH2 aggre-
gate54,65,66. The parameters used in the present modeling are
those previously determined for 100 K temperature29. Conse-
quently, the direct comparison of the results presented here
with those obtained elsewhere for LH2 complex is tenable
only for 100 K. We intentionally keep the same parameters
at all temperatures in order to reveal the manifestation of the
temperature effects in the properties of the wavefunction.

6 Conclusions

We presented a stochastic variational wavefunction approach
describing excitation dynamics in a large molecular aggregate.
Our approach allows arbitrary geometries, various environ-
mental properties and also takes into account the impact of the
electronic excitation in the system on the local vibrational en-
vironment. In contrast to other applications of the variational
wavefunction approach, which consider the zero-temperature
case58,59, we simulate the dynamics at finite temperatures by
randomly sampling initial amplitudes of vibrational modes.
The theory is applied to model the energy transfer within the
B850 ring of the LH2 photosynthetic complex. The modeled
results demonstrate that polaronic effects are small in opti-
cal absorption and fluorescence spectra. However, the depen-
dence of wavefunction delocalization parameters L(t), L[2](t)

and L[2]
e (t) and especially their asymptotic values signify tran-

sition to temperature-dependent polaronic picture.

A Derivation of the equations of motion

In this appendix we present the derivation of equations of mo-
tion used in this paper. Starting from the Lagrangian of the
system
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L =
i

2

(
〈ΨD2(t)|Ψ̇D2(t)〉 − 〈Ψ̇D2(t)|ΨD2(t)〉

)
− 〈ΨD2(t)|Ĥ|ΨD2(t)〉 (21)

we can derive the equations of motion using the Euler-
Lagrange equations for the set of variational parameters which
parametrize the Davydov D2 Ansatz {α∗n(t), λ∗q(t)}:

d

dt

(
∂L
∂α̇∗n

)
− ∂L
∂α∗n

= 0, ∀n, (22)

d

dt

(
∂L
∂λ̇∗q

)
− ∂L
∂λ∗q

= 0, ∀q. (23)

First we calculate the time derivative of theD2 trial wavefunc-
tion

|Ψ̇D2(t)〉 =
∑
n

{
α̇nâ

†
n exp

(∑
q

λq b̂
†
q − h.c.

)

+ αnâ
†
n

∑
q

[(
λ̇q b̂
†
q − h.c.

)
− 1

2

(
λ̇qλ

∗
q − c.c.

)]

· exp

(∑
q

λq b̂
†
q − h.c.

)}
|0〉. (24)

Calculating the expression
i
2

(
〈ΨD2(t)|Ψ̇D2(t)〉 − 〈Ψ̇D2(t)|ΨD2(t)〉

)
, we obtain

the kinetic part of the Lagrangian:

K =
i

2

∑
n

{
α̇nα

∗
n − α̇∗nαn + αnα

∗
n

(
λ̇qλ

∗
q − c.c.

)}
. (25)

The potential part is expressed as the scalar product
〈ΨD2(t)|Ĥ|ΨD2(t)〉 and is equal to:

U =
∑
n

(εn + δn) |αn|2 +
∑
m 6=n

Jmnα
∗
nαm

+
∑
n

|αn|2
∑
q

ωq|λq|2 −
∑
n

|αn|2
∑
q

gqnωq
(
λq + λ∗q

)
.

(26)

The explicit expression for the Lagrangian is then

L =
i

2

∑
n

{
α̇nα

∗
n − α̇∗nαn + αnα

∗
n

(
λ̇qλ

∗
q − c.c.

)}
−
∑
n

(εn + δn) |αn|2 −
∑
m6=n

Jmnα
∗
nαm

−
∑
n

|αn|2
∑
q

ωq|λq|2 +
∑
n

|αn|2
∑
q

gqnωq
(
λq + λ∗q

)
.

(27)

Inserting it into the Euler-Lagrange equations (22), (23) and
simplifying the result, assuming the single-excitation condi-
tion

∑
n |αn|2 = 1 we obtain the equations

α̇n = −iαn
∑
n,q

|αn|2gqnωq(λq + λ∗q)− i
∑
m

Jmnαm

+ iαn
∑
q

gqnωq(λq + λ∗q),

λ̇q = −iωqλq + i
∑
n

|αn|2gqnωq.

Inserting the definition of the collective coordinate (Eqn. 5),
we immediately arrive at the final Eqns. (3), (4).
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5 M. Schröter, S. Ivanov, J. Schulze, S. Polyutov, Y. Yan, T. Pullerits and
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