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Fig. 1 Hexagonal P63/mmc structure of 2H polymorph MX2 crystal (M =

transition metal, X = chalcogen atom). M–X bonds are arranged in a

trigonal prismatic fashion, forming MX2 layers that can reciprocally slide

thanks to weak van der Waals interactions.

brations contributing to the intrinsic tribological response, other
kinds of atomic displacement patterns are found; indeed, we find
that only sliding and variable interlayer distance modes are those
mostly affected by the number of layers. We here find that the
origin of the mode frequency shift, as a function of the number
of layers and the atomic type, resides in the interlayer electronic
distribution; we then exploit the recently formulated cophonicity
metric17 to easily parameterize such distribution in terms of the
atomic type. In this way, we find a way to disentangle the electro-
vibronic coupling determining the mode frequency in finite TMD
systems; at the same time, we obtain a guide to properly select
the chemistry and the stoichiometry of the system to finely tune
the vibrational frequencies. These outcomes can be promptly ex-
ploited to engineer the lattice dynamic properties and the elec-
tronic distribution in materials for diverse applications other than
tribology, like in optical or electronic devices.

2 Methods

MX2 transition metal dichalcogenides are layered structures, each
layer formed by hexagonally packed metal atoms (M) coordinat-
ing six chalcogen anions (X) in a trigonal prismatic fashion (Fig-
ure 1); adjacent layers are bound by weak van der Waals forces
allowing relative sliding under tribological conditions. Among the
several stable TMDs polymorphs and polytypes that are found,1

we choose the 2H polymorph crystalline MX2 compounds as ref-
erence structure, with M=Mo, W and X=S, Se, Te and hexagonal
P63/mmc symmetry (SG 194); for simplicity, we will refer to them
as MX by dropping the stoichiometric coefficients. The 2H config-
uration consists of two adjacent layers oriented in such a way that
an M atom of one layer is aligned with two X atoms of the other
one along the direction orthogonal to each layer (c-axis in our set-
ting — see Figure 1); this geometric configuration has been found
to correspond to the lowest energy value for several arrangements
of two subsequent MoS2 layers.18 Starting from such reference
geometries (see Electronic Supplementary Information), for each
MX system, we truncate the periodic structure along the c axis and
consider only 2, 3 and 4 MX2 adjacent layers; we then apply the
periodic boundary conditions and set the simulation box length
along the c-axis at 65 Å, so as to prevent interactions between
images of outer layers. In this way, for each MX system, we build

3 models that we name MX-nL, where n specifies the number of
MX2 layers present in the geometric configuration (Figure 2).

We perform density functional theory (DFT) calculations using
the projector-augmented wave (PAW) formalism and the Perdew-
Burke-Ernzerhof (PBE) energy functional19 as implemented in
VASP.20 We also take into account Van der Waals interactions us-
ing the Grimme correction,21 that is able to reproduce the struc-
tural features, as we reported in previous works.17,22 The Bril-
louin zone is sampled with a minimum of a 7×7×5 k-point mesh
and plane wave cutoff of 700 eV. Full structural (atoms and lat-
tice) relaxations are initiated from diffraction data23–28 and the
forces minimized to a 0.05 meV Å−1 tolerance. We computed the
phonon band structure with the aid of the PHONOPY software,29

using the finite displacement method.30

3 Results and Discussion

We are here interested on how the frequencies of intrinsic atomic
displacements, i.e. phonon modes, change by varying the num-
ber n of MX2 layers. We first relax the atomic positions of all the
model systems and calculate the phonon band structure along a
standard31 linear path joining the high-symmetry points of the
irreducible Brillouin zone (IBZ). We focus on the phonon modes
calculated at the high-symmetry points of the IBZ, since, by suit-
able linear combinations, they can describe all the atomic dis-
placement patterns.

We start the phonon analysis by observing that, irrespective
of the M and X kind of atom, the mode frequencies mostly af-
fected by the number of layers are the low-frequency modes at Γ

and A k-points. In detail, such modes correspond to layer sliding
and to layer displacements along the c-axis that change the inter-
layer distance; for simplicity, we name them as sliding modes and
variable interlayer distance (variable ID) modes, respectively. The
displacement patterns individuated in bi-layer systems (n = 2) be-
come more and more complex increasing the number of layers n:
while the global character (sliding or variable ID) is preserved,
new features peculiar of the number of layers appear, consist-
ing mainly in in-phase and out-of-phase layer shifts (see Elec-
tronic Supplementary Information). It is worthy here to recall
that we have already individuated17,22 such distortion modes as
relevant for the intrinsic tribological properties of the bulk mate-
rial; we also discussed how it is possible to promote or hinder the
layer sliding by controlling the corresponding vibrational frequen-
cies. These displacement patterns, their associated frequencies
and how they change upon external perturbation in the absence
of structural defects depend on the electronic and structural fea-
tures of the system, being thus intrinsic of the material.

No matter the character of the mode, out-of-phase layer dis-
placements are associated to higher vibrational frequencies than
the in-phase corresponding ones. Moreover, the out-of-phase
mode frequencies increase with n, while opposite trend is ob-
served for in-phase mode frequencies. To simplify our analysis,
at fixed n, we will consider the average value of all the frequency
modes pertaining to the sliding and variable ID modes. We will
call ωsl(k) and ωvID(k) the average frequency of the sliding and
variable ID mode frequencies, respectively, at fixed number n of
layers and at a specific k-point of the IBZ.
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Fig. 2 MX periodic models are truncated along the c-axis direction in order to build the (a) trigonal P3̄m1 (SG 164) MX-2L, (b) hexagonal P6̄m2 (SG

187) MX-3L and (c) trigonal P3̄m1 (SG 164) MX-4L systems, in which only 2, 3 and 4 MX2 layers are present, respectively. Roman numbers in

parenthesis indicate the kind of unique crystallographic site of the corresponding ion; all the M and X atoms, belonging to the same layer orthogonal to

c-axis, occupy the same unique crystallographic position. X atom layers have been labeled as i = 1,2,3 . . . following the c-axis direction orthogonal to

them.

We observe that ωsl and ωvID frequencies have peculiar trend
with n according to the chemical composition and the kind of
k-point (Figure 3); we can only note that the trend is mono-
tonic with the number of layers only for some of the considered
chemistries. For this reasons, at this stage, no general rule can be
stated about the dependency of the analized frequencies from n

and the chemical composition; on the other hand, no clear trend
can be extrapolated for the finite n-layered systems starting from
the corresponding bulk structure, the former thus requiring spe-
cific investigation. We therefore need to find a way to parame-
terize the vibrational frequencies with some descriptors that are
able to capture the electro-dynamic features governing the fre-
quency shift at varying n and kind of M and X atoms. To this
aim, we start by tracking the CM,X M–X bond covalency of all the
systems at different n, making use of the bond covalency met-
ric recently defined by means of atomic orbital contributions to
the electronic density of states;32 such metric is not specific of
the kind of phenomenon under investigation, and has already
been used to study various systems such as perovskite oxides,32

optically active telluro-molybdates33 and tribologic TMD materi-
als.17,22 We will group the M–X bonds according to their vicinity
to the surface; we therefore call outer bonds those bonds belong-
ing to the outermost MX2 layers closest to the free surface of the

system; we then refer to all the remaining ones as inner bonds.
We first observe that outer bonds on the surface are more cova-
lent than inner bonds; this is an expected result, since the absence
of further layers above and below the free surface of the system
favors the spread of the electronic density in the surface region.
Bond covalency is nearly constant with the number of layers, with
only the WSe and WTe systems showing the greatest CM,X vari-
ation with n. However, the covalency analysis does not reveal
particular electronic characteristics relevant to parameterize the
frequency change with n and the chemical composition. We thus
need to investigate in deeper details the electronic distribution
and how its features are responsible of the frequency shift.

The displacement patterns of the modes here considered, be-
sides intralayer atomic motions, involve the relative shift of ad-
jacent layer, either in the ab-plane (sliding) or along the c-axis
(variable ID). Such motions are the results of interlayer interac-
tions mainly mediated by the presence of electronic charge in the
interlayer region; indeed, we already observed how the interlayer
charge distribution is crucial to determine the stuctural response
to external perturbations.22 In this perspective, we measure the
orbital polarization34,35 of the X and M atomic species at differ-
ent number of layers. Let’s recall here that the orbital polarization
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Fig. 3 Average frequency of sliding and variable ID modes at (a-b) Γ

and (c-d) A point of the irreducible Brillouin zone as a function of the

number of layers n. Trend is peculiar of the chemical composition and no

general rule can be extrapolated.

P of ml1 orbital relative to ml2 orbital is defined as

Pl1ml1,l2ml2
=

nl1ml1
−nl2ml2

nl1ml1
+nl2ml2

, (2)

where nl1ml1
and nl2ml2

are the occupancies of |l1ml1〉 and |l2ml2〉

orbitals, with orbital quantum number li and magnetic quantum
number mli, respectively. It is an effective measure of the charge
excess in the former orbital with respect to the latter: positive val-
ues indicate that ml1 orbital is more populated than ml2, while op-
posite holds for negative values. Using real-space atomic orbital
projections, it is possible to partition the electronic density into
distinct atomic and interatomic regions, so as to isolate the single
contributions hence identifying the features of the electronic dis-
tribution. In detail, for each studied system, we calculate Ppx−py,
Ppx−pz and Ppy−pz of the X atom, and Pt2g−eg

and Pd
x2−y2−d

z2
of

the M cations. We first notice that M orbital polarization and
Ppx−py orbital polarization of X atom is nearly constant with n.

Fig. 4 Average orbital polarization difference P as a function of the

number of layers n. The electronic distribution represented by P is

peculiar of the chemical composition.

Moreover, Ppx−py is small, this meaning that the charge distribu-
tion is uniform in each plane containing the X atoms and orthog-
onal to the c-axis (X layer), and is not significantly affected by n.
Irrespective of the composition and the number of layers, Ppx−pz

and Ppy−pz of the X layers below the surface (inner X layers) is
higher than that of the X layers forming the surface of the system
(outer X layers); this means that, compared to outer layers, in
inner X layers charge tends to distribute on the plane containing
the X atoms and orthogonal to the c axis. Moreover, Ppx−pz and
Ppy−pz orbital polarizations are both negative, indicating excess
of charge in the interlayer region with respect to the X layers; the
actual value depends on the kind of M and X atoms and on the
number of layers n.

The interactions between two adjacent layers is mediated by
the interlayer charge distribution, that is the result of the charge
contributions from two X layers facing across the interlayer gap.
We observe that equivalent X crystallographic sites contribute to
the interlayer charge density in equal manner; different contribu-
tions are found when the X crystallographic site pertaining to each
of the two X layers are distinct. Such difference depends on the X
species and on the number of layers n, that determines eventual
distinctions between the Wyckoff positions of the X anions, and
can be evaluated considering both Ppx−pz and Ppy−pz. For this
reason, we are going to focus on the average orbital polarization

difference P that we define as

P =
1

2

[

(P i+1
px−pz −P

i
px−pz)+(P i+1

py−pz −P
i
py−pz)

]

, (3)

where i is the X layer label counted innerwards from the surface
along the c axis (see Figure 2). By inspecting Equation 3, we
can appreciate that P is a measure of the electronic charge dis-
tributed between the i-th and the i+1-th layers, as it is a function
of the orbital polarizations involving the X atoms and their pz or-
bitals that point towards the i/i+1 interlayer region. Thanks to
the symmetries of the systems, we need to evaluate P only for
i = 2 and for n = 2,3; in particular, P = 0 in all bi-layer systems,
since X atoms in layers labeled with i = 2 and i = 3 occupy the
same crystallographic position X(I).

We first notice that, except in WSe-3L system, P values are
similar. This exception could be due to W-Se intralayer inter-
actions specific of the atomic kind forming the W-Se bond, and
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the geometric symmetries pertaining to the 3-layer configuration
(Space Group P6̄m2). However, none of the electronic and vibra-
tional analyses we perform in this work show particular excep-
tions relative to the WSe system, and all the observed quantities
vary smoothly with the number of layers. For this reason, at this
stage, we do not have enough information to describe the mech-
anism at the atomic scale that produces the interlayer charge dis-
tribution, hence P , specific of the WSe-3L system. Nonetheless,
we are here concerned to find a way on how to relate the vibra-
tional frequencies to some property of the system (atomic species,
geometric distortions) that is experimentally accessible, in order
to control the lattice dynamics via external parameters. We there-
fore consider the WSe-3L P value as peculiar of that system and
limit our considerations to the trend of P against the number
of layers, postponing further investigations on it to future works.
We also observe that the trend of P vs n is peculiar of the chem-
ical composition (Figure 4); then, we relate ωsl and ωvID to the
corresponding P values (Figure 5). The vibrational frequencies
have non-trival dependence from P; in general, P ≈ 0 realizes
the highest and lowest frequency values at Γ and A points, respec-
tively. This means that whenever two X sheets contribute in the
same amount to the charge density of the interlayer region that
separates them, the Γ and A mode frequencies are the highest
and the lowest achievable, respectively. We want to stress here
that we have found a relation between the average orbital polar-
ization difference P and the mode frequency ω by varying the
number of layers n at fixed MX2 composition; nonetheless, such
relation does not contain any information on the number of lay-
ers present in the system, since n does not enter in the expression
for P. This tells us that, once the system is completely defined
by fixing chemical composition and number of layers, the inter-
layer charge distribution is fixed and determines the vibrational
frequencies. We can then adjust ω by varying P. However, ω is a
non trivial function of P that, in turn, has a complex dependence
from the number of layers and the chemical composition.

The ω-P relation clearly indicates that the vibrational frequen-
cies are coupled with the electronic distribution in the interlayer
region; thanks to this coupling, we can relate P to the atomic
contributions to the phonon density of states, hence, to the atomic
type. To do this, we now make use of the cophonicity dynamical
descriptor,17 that is able to capture the relative atomic contribu-
tion to a specific phonon band.

We evaluate the cophonicity Cph(M-X) of the M-X pair in all
the systems in the frequency range [0,54] cm−1, corresponding
to the band of the ωsl and ωvID frequencies that we are consid-
ering. We then relate Cph(M-X) to P and find a simple relation
between the average orbital polarization difference and the M-
X pair cophonicity (Figure 6). Such relation is the result of the
electron-phonon coupling in the studied systems. Except for the
WSe system, the Cph(M-X) vs P trend suggests a linear relation
between the two quantities; however, further analysis on geome-
tries including a higher number of layers is required to confirm
or discard the linear trend hypothesis. We observe that small
changes of the M-X cophonicity can induce large variations on
P, that is, on the charge density present in the interlayer region.
Since ωsl and ωvID vibrational frequencies depend on the inter-

Fig. 5 Average frequency of sliding and variable ID modes at (a-b) Γ

and (c-d) A point of the irreducible Brillouin zone as a function of the

average orbital polarization difference P. The highest and lowest

frequency values at Γ and A points are realized at P ≈ 0.

Fig. 6 Cophonicity of the M-X pair as a function of the average orbital

polarization difference. The simple relation can be exploited for a direct

control of the phonon frequencies.

layer electronic distribution, that in turn depends on cophonicity,
the M-X pair cophonicity can be used to tune the vibrational fre-
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quencies. An important result is that, unlike the ω-P relation, P

seems to vary smoothly with cophonicity; this suggests that co-
phonicity is a promising descriptor to tune the interlayer charge,
hence the related lattice dynamics. We already noticed that, in
general, P ≈ 0 maximises and minimises the Γ and A frequencies,
respectively; data shown in Figure 6 suggests that, depending on
the atomic type of the X anion, cophonicity must be increased
(X=S) or decreased (X=Se, Te) in order that P approaches zero
and the vibrational frequencies tend to critical values (maxima or
minima). In previous works,17,22 we already observed that the
cophonicity depends on the M and X atomic types, the geome-
try of the system and the electronic density distribution; indeed,
the cophonicity descriptor captures several entangled properties
that can be singularly adjusted to finely tune the M-X cophonicity
value. Chemical composition and stoichiometry can be chosen in
such a way as to induce specific structural distortions that alter
the electronic distribution; this latter, in turn, alters the inter-
atomic interactions that determine the vibrational motions of the
system. We can thus conclude that the cophonicity of the system
can be exploited as a knob to control the phonon frequencies in
n-layered MX2 TMDs. In our previous studies on TMDs,17,22 we
provide a protocol on how to adjust the system cophonicity to
tune the phonon frequencies, that allowed us to identify a new
TMD-derived phase which is expected to have enhanced intrinsic
frictional response.

In the present study we have shown that the vibrational fre-
quencies depend on the number of layers and on the chemical
composition in such a way that they cannot be parameterized
through a simple relation with the corresponding electronic dis-
tribution. Nonetheless, we find that the electro-stuctural coupling
can be described by a simple relation between the charge density
of the interlayer region and the cophonicity of the system. Once
n is fixed, the cophonicity value, hence the electro-structural cou-
pling, can be adjusted by changing the chemical composition; in
this way, it is possible to finely tune the vibrational frequencies of
the system. As a final comment, we note that this feature can also
be exploited to adjust the charge density in the interlayer region
in TMDs used in electronic or optical devices based on 2D layered
structures.

4 Conclusions

We studied the intrinsic tribological response of n-layered (n =

2,3,4) MX2 transition metal dichalcogenides with DFT tech-
niques. The frequencies mostly affected by the number of lay-
ers are those associated to the low-frequency modes at Γ and A
k-points of the irreducible Brillouin zone; such modes are con-
nected with the intrinsic tribological response. We find that the
charge distribution in the interlayer region is crucial in determin-
ing the phonon frequency; however, the electronic density dis-
plays a complex dependence from the number of layers and the
atomic type. Nonetheless, we show that there exists a simple re-
lation between the M-X cophonicity and the average orbital polar-
ization difference representing the interlayer charge distribution.
In particular, despite further investigations are required, we are
confident that, according to the X atomic type, cophonicity must
be increased or decreased in order that P ≈ 0 and the vibrational

frequencies tend to critical values. Such relation is the result of
the electro-vibrational coupling. The electron-phonon coupling
can be exploited to control the vibrational frequencies of the sys-
tem: by tuning the cophonicity value, we can control the intelayer
charge density hence the vibrational frequencies at fixed number
of layers. This feature can be exploited to tune the electronic
charge distribution in TMD-based devices for applications beyond
tribology.
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