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Abstract

Coarse grained molecular dynamics simulations are performed for a mixture of Poly(3-hexylthiophene) (P3HT) and diperylene bisimide (DiPBI). The effect of different annealing and cooling protocols on the morphology is investigated and the resulting domain structures are analyzed. In particular, π-stacked clusters of DiPBI molecules are observed whose size decreases with increasing temperature. Domain structure and diffusivity data suggest that the DiPBI subsystem undergoes an order → disorder phase transition between 700 and 900 K.

Electronic structure calculations based on density functional theory are carried out after backmapping the coarse grained model onto an atomistic force field representation built upon first principles. UV/vis absorption spectra of the P3HT:DiPBI mixture are computed using time-dependent density functional linear response theory and recorded experimentally for a spin-coated thin film. It is demonstrated that the absorption spectrum depends sensitively on the details of the amorphous structure, thus providing valuable insight into the morphology. In particular, the results show that the tempering procedure has a significant influence on the material's electronic properties. This knowledge may help to develop effective processing routines to enhance the performance of bulk heterojunction solar cells.
I. INTRODUCTION

Organic photovoltaic devices typically employ a mixture of a polymer species, e.g. Poly(3-hexylthiophene) (P3HT), acting as an electron donor (D) and a fullerene derivative, e.g. [6,6]-phenyl-C_{61} (or C_{71})-butyric acid methyl ester (PCBM), acting as an acceptor (A) [1–4]. Although fullerene-based bulk heterojunction solar cells have achieved considerable progress in recent years, reaching power conversion efficiencies (PCEs) of over 8.5% (see, for instance, [5]), there is still a need for further improvement, in particular with regards to light absorption and production cost. A number of alternatives to fullerene-based acceptors have been proposed recently [6–23], with much of the research focussing on perylene bisimide (PBI) derivatives. Due to these efforts, the PCEs of non-fullerene devices have steadily increased to about 5% over the past few years. To further improve their efficiency, the non-fullerene acceptors need to be matched with suitable donor polymers resulting in favourable morphologies of the donor/acceptor mixture. While the importance of the morphology for the overall device performance is undoubted, the details of the relationship between the atomistic D-A bulk structure and its electronic properties have not yet been fully established. This is partly due to the difficulty in characterizing the microstructure experimentally. Atomic force microscopy has been employed successfully to unravel the size and shape of donor and acceptor domains. However, this technique does not provide any information on molecular conformation or the type of molecular aggregates formed.

This is where theoretical analyses and reliable predictions are most valuable to guide future device fabrication. From a computational point of view, the problem is complicated as it involves several interlinked layers of theory at different scales. Clearly, electronic structure calculations are quantum-mechanical and, due to the computational effort required, only applicable to small systems (on the nanometer scale, at best). Morphology simulations, on the other hand, demand micrometer length scales and microsecond time scales. Hence an overall theoretical description calls for a multiscale approach [24, 25]. In the field of organic photovoltaics, such kind of multiscale simulations have been pioneered by Andrienko, Nelson and others [26–31].

In this paper, we present multiscale computations on a prototypical P3HT:DiPBI non-fullerene bulk heterojunction (see Fig. 1 for the respective chemical structures). The first step consists in coarse grained molecular dynamics (CG-MD) simulations of the bulk mix-
FIG. 1: Left: chemical structure of Poly(3-hexylthiophene) (P3HT), where \( n \) is the number of repeat units. Right: chemical structure of perylene bisimide dimer (DiPBI).

ure to study its general morphology and the formation of donor and acceptor domains, in particular. Here, the effect of different annealing protocols on the morphology is investigated as it is known that annealing can significantly improve the device performance. After the CG-MD simulations, the respective structures are backmapped onto an atomistic molecular mechanics (MM) representation and re-equilibrated in an MM-MD run. From the final MM-MD structure, individual molecules (and pairs) are extracted to perform electronic structure calculations using density functional theory (DFT). In particular, we use time-dependent DFT linear response theory (TDDFT) to calculate UV/vis spectra of the materials. For comparison, we record experimental UV/vis spectra of spin-coated thin films of the P3HT:DiPBI mixture, but also of pure P3HT and DiPBI, subjected to different annealing protocols. The aim is firstly to establish a relation between the UV/vis spectra and the underlying morphology and molecular conformation, as has been successfully demonstrated in the case of pure P3HT [25, 32]. Secondly, the insights gained from the present studies could be useful to develop optimized tempering protocols to enhance the electronic properties of organic solar cells.

II. COMPUTATIONAL DETAILS

A. Coarse grained molecular dynamics simulations

All coarse grained molecular dynamics runs were performed with the Gromacs 5.0.x software package [33, 34]. The production runs were carried out in the NPT ensemble using a leap-frog integrator with a timestep of 20 fs. To control the temperature, the velocity
rescaling temperature coupling with a stochastic term [35] was used, which would ensure a proper canonical ensemble in an NVT simulation. Isotropic pressure coupling was realized using the Parrinello-Raman algorithm [36] with a time constant of 12.0 ps for a target pressure of 1 bar and a compressibility of $3.0 \times 10^{-4}$. Neighbor lists were built using the Verlet cutoff scheme with a cut-off radius of 1.1 nm, and updated at each step.

The coarse graining (or ‘mapping’) of the atomistic structure was done with a modified version of the initram.sh script, which calls the backward.py script, by Wassenaar et al. [37, 38]. The CG topologies are based on the Martini force field [38, 39]. Parameters for P3HT are employed as described in [32]. In short, the molecule is described by three particles and one virtual site for the thiophene ring, and two particles for the hexyl chain (see Fig. 2 (left); reference values and force constants for bond length and bond angle potentials are listed in the SI). The virtual site is massless, has no LJ interaction with other beads, and is positioned at the center of mass of the three ring particles. Introducing a virtual site is a means to increase numerical stability. The triangle of constraints in the backbone ring would otherwise be difficult to solve and very sensitive to forces from connected beads. This is alleviated by spreading the forces via the virtual site over the underlying atoms.

In order to correctly reproduce the density and stacking of the crystal [40], the LJ $\sigma$ value for the self-interaction is reduced from 0.47 to 0.43 nm for the tail particles and to 0.32 nm for the ring particles (S- and T-type particles in the Martini force field, respectively) [32].
In the P3HT molecule there are three different kinds of angles as shown in Table S2 in the SI. The dihedrals in P3HT were set to a reference value of 0° with a force constant of 1.8 kJ/mol for multiplicity 1 and a force constant of -9.5 kJ/mol for multiplicity 2.

The DiPBI molecule was also described by three types of particles (Fig. 2, right). The nitrogen atoms bearing the hydrocarbon side chains were represented by a SP3 bead each (please note that the notation SP3 purely refers to the Martini bead type and not to the hybridization state of the nitrogens). The four hydrocarbon side chains are each described by three SC1 beads, and the carbon ring structures including the chlorine atoms are formed by a total of 20 TC4 beads. The reference values and force constants between the different types of beads are listed in Table S3 in the SI. The non-bonded interactions were parametrized in such a way as to conserve the particle density from the MM representation. In particular, the π-stacked DiPBI dimer motif was parametrized against an MM optimized structure, which in turn was parametrized against DFT calculations.

The initial CG structure was obtained by mapping a pre-equilibrated atomistic structure containing 1248 DiPBI and 416 P3HT molecules with a chain length of 32 thiophene units. The 3:1 number ratio of DiPBI to P3HT molecules was chosen to approximately reproduce the mass ratio of 1:1 used in the experimental samples. Please note that the mean repetition length of the P3HT oligomers used in our experiments is 252. However, both the MD simulations and the electronic structure calculations (see below) would be infeasible with P3HT molecules of this length. The pre-equilibration of the MM system consisted of a 1 ns run at 600 K, followed by a 5 ns run at 300 K using a Berendsen thermostat and a timestep of 1 fs. In view of the much longer CG equilibration to follow, the MM pre-equilibration phase is of minor importance; it served mainly to increase the initial numerical stability of the CG run.

In the CG representation, the system was then further equilibrated for 200 ns at 700 K, then cooled down to 500 K at a rate of 4 degrees/ns. Once the temperature of 500 K was reached, three productions runs — at 500 K, 700 K, and 900 K — were initiated, each spanning a duration of 1 µs. For the runs at 700 K and 900 K, this included a short equilibration period at the respective temperature.

At the end of each run, i.e. after 1 µs, the system was cooled down to 300 K instantly by adjusting the target temperature and run for an additional 100 ns before subsequent backmapping, analysis, and quantum-mechanical calculations.
B. Atomistic molecular dynamics simulations

All atomistic molecular dynamics runs were performed with the Gromacs 5.0.x program [33, 34] using a Gromos 45a3-based force field specifically tailored to match DFT results. In the case of P3HT, this includes atomic point charges distinguishing head, tail, and central thiophene units and a torsional potential between adjacent thiophene rings adapted as to reproduce B3LYP/6-31G* reference data for the minimum energy path along the SCCS dihedral for the dimer. More details regarding the parametrization can be found in [32].

The topology for DiPBI was initially built using the Automated Topology Builder [41–43] based on a Gromos 54a7 force field. The DiPBI topology can be found in the ESI. The force field representation has been validated against results from static and dynamic DFT calculations.

The atomistic MD runs were initiated by carefully backmapping from the CG simulations (see above) following a multi-step procedure with increasing level of pair interactions as made available by the `initram.sh` script of Wassenaar et al. [37, 38]. First, atoms were projected around the bead positions. Second, two consecutive geometry optimizations with 500 steps each were performed, with nonbonded cutoffs of 0.1 nm and 1.0 nm, respectively. Subsequently, a series of six NVT simulations with increasing timestep (from 0.1 fs to 0.5 fs) and temperature (from 1 K to 300 K) were carried out. In order to ensure a good match to the CG structure, position restraints were used, typically in the backbone of the molecules. For the first three simulations, the velocity rescale thermostat [35] was chosen, while the Berendsen thermostat was used for the last three. All six simulations were run for 10,000 steps.

After this multistep backmapping procedure, the systems were simulated for another 150 ps at 300 K in the NVT ensemble using a timestep of 0.5 fs and a Berendsen thermostat.

C. Density functional theory calculations

All density functional theory (DFT) calculations were performed with the Gaussian 09 Rev. D.01 quantum chemistry package [44]. By default the absorption spectra were calculated using the time-dependent DFT (TDDFT) linear response method with the PBE0 [45] exchange-correlation functional and the 6-31G* basis set. In each TDDFT calculation, the
lowest 80 excited singlet states were computed. For the overall spectrum of the P3HT:DiPBI mixture, we averaged over 10 single molecule spectra of each species of randomly selected molecules from the final structure of the backmapped atomistic MD runs. The averaged DiPBI spectrum was weighted by a factor of three to reflect the mole ratio of 3:1 of the DiPBI:P3HT mixture. Lorentz broadening with a full width at half maximum of 20 nm was applied to the line spectra of the individual molecules.

III. EXPERIMENTAL DETAILS

All experimental investigations are based on a commercially available P3HT (Plexcore OS 2100) with an average molecular weight of $M_n = 64.5 \pm 10.5$ kDa and on tetrachlorinated diperylene bisimide (C12-4ClDiPBI) [10].

For the determination of thin film absorbance of layers of P3HT and DiPBI solutions in chloroform at a concentration of 10 mg/ml were prepared, respectively. Both solutions were stirred for 3 hours, then heated to $(45 \pm 5)\, ^\circ C$ for ten minutes, and afterwards filtered through a 0.45 µm PTFE syringe filter. Based on these solutions, a 1:1 mixture of P3HT and DiPBI was produced. Thin films of P3HT, DiPBI, and P3HT:DiPBI were fabricated by means of spin coating of the solutions onto microscope slides. The spinning speed was adjusted to 10 rps.

The influence of intense annealing on the film morphology was carried out by heating the samples to $(450 \pm 30)\, ^\circ C$ or $(250 \pm 30)\, ^\circ C$ on a hot plate for 20 s and followed by rapid cooling down to room temperature by putting them onto a solid block of copper.

Absorption spectra of the films were taken prior and post annealing by a Jasco V-530 UV/Vis spectrometer with an additional mask in the beam path to seize the illuminated area of each sample.

IV. RESULTS AND DISCUSSION

A. Morphology

Let us begin with a visual inspection of the blend morphologies resulting from the three different simulation protocols. In order to provide a better view inside the bulk structure, Fig. 3 shows equidistant, 2 nm thick, slices cut out of the respective unit cells at the end of
the CG simulations at 500, 700, and 900 K, whereas a front view of the slices is depicted in Fig. 4. The immediate observation is that two different species, displayed in contrasting colors (outer layers: P3HT (yellow), DiPBI (pink), middle layer: P3HT (green), DiPBI (purple)), form sizable domains, i.e. they do not mix perfectly. The expansion of the unit cell with increasing temperature after the 1 µs annealing period is clearly visible. Figure 4 reveals that the amount of 'empty space' indeed grows significantly with rising temperature. While there are no visible gaps in the amorphous structure at 500 K, small white areas start to appear at 700 K, which are noticeably expanded at 900 K. At all temperatures the DiPBI molecules are seen to form ordered \( \pi \) stacks, whereas the P3HT oligomers form large interconnected disordered domains. Visual inspection already points to a marked difference in the domain sizes at 900 K compared to 500 and 700 K. As can be seen from Fig. 4, the domains are broken up into much smaller parts at 900 K. This is indicative of an order \( \rightarrow \) disorder phase transition between 700 and 900 K. The temperature-dependent diffusion behavior of the blend will be discussed in detail below (see Section IV B). It is, however, known from the literature that pure P3HT melts around 500 K, depending on the molecular weight of the polymer [46]. Our own DSC measurement yield a melting temperature of 485 K for pure samples of amorphous P3HT. A P3HT:PCBM mixture was found to melt at 560 K [46]. Melting temperatures between 506 and 655 K have been measured experimentally for perylene diimide derivatives [47]. The value of 537 K determined by us for pure DiPBI also lies in that range. Disordering temperatures between 633 and 693 K have been reported for perylene diimide derivatives [47], while our CG simulations suggest a value above 700 K in the case of DiPBI.

Upon cooling the systems to 300 K, the volume of the unit cell shrinks expectedly and the voids in the morphology previously seen at 700 K and particularly at 900 K disappear (see Fig. 5). Nevertheless, as can be seen, important differences in the domain structure remain. This is large due to the rapid quenching of the systems, which essentially preserves the main characteristics of the annealed morphology.

In the following we will perform a quantitative analysis of the domain structures. Since P3HT does not form enclosed domains but rather a big network of interconnected assemblies, we will focus here on the DiPBI domains. To define a domain, we have used two different criteria:

- Criterion I counts DiPBI molecules as belonging to the same domain, if their center-
of-mass (COM) distance is below 20.0 Å, which is large enough to register two DiPBI molecules sitting side by side, and in addition any two CG beads are within 6.0 Å of each other.

- Criterion II counts DiPBI molecules as belonging to the same domain, if their COM distance is below 20.0 Å and in addition any two CG beads are within 4.0 Å of each other. This way, only individual π-stacks are counted.

Figure 6 shows a histogram of the DiPBI domain sizes according to criterion I. The distributions are seen to be fairly broad with domain sizes ranging from 1 to 15 molecules. It is apparent that the domains are typically smaller at 900 K compared to 700 K and 500 K, which is plausible because of the high mobility in the melted structure. What is a little surprising is the fact that the simulation at 700 K seems to produce more larger domains than the 500 K simulation. The reason for this could be partly that at 500 K the system is practically frozen on the simulation time scale and therefore molecules are not sufficiently mobile to aggregate into larger domains. On the other hand, we have performed an additional analysis of the time-evolution of the domain size distribution (see SI, Fig. S3), revealing that small fluctuations do occur at both temperatures and on average the distributions at 500 and 700 K are very similar.

Interestingly, the distributions change only moderately upon cooling the systems to 300 K,
FIG. 4: Front view of all slices shown in Fig. 3. Left column: 500 K, middle column: 700 K, right column: 900 K. In the top and bottom rows, DiPBI molecules are shown in pink, P3HT molecules in yellow. In the middle row, DiPBI molecules are represented in purple, P3HT molecules in green.
FIG. 5: Front view of all slices shown in Fig. 3 after cooling the systems to 300 K. Left column: 500 K, middle column: 700 K, right column: 900 K. In the top and bottom rows, DiPBI molecules are shown in pink, P3HT molecules in yellow. In the middle row, DiPBI molecules are represented in purple, P3HT molecules in green.
which is probably due to the rapid quenching, essentially ‘freezing’ the hot state. Further analysis shows that the quenched domain size distribution is still in the range of the time-dependent fluctuations occurring in the 500 K simulation (see SI, Fig. S3). We have also carried out an additional simulation in which the system was slowly cooled at a rate of 1 degree per ns, again yielding a similar distribution. It should be stressed at this point that even this slow cooling rate is orders of magnitude faster than the relevant lab time scales, which are on the order of seconds or minutes. However, this is a problem of MD methods in general.

FIG. 6: Domain size histograms according to criterion I for the final structures of the 500 K (a), 700 K (b), and 900 K (c) runs before (red) and after (green) cooling to 300 K.

The domain size distribution obtained with criterion II is shown in Fig. 7. It is immediately apparent that this domain definition leads to much smaller domains compared to criterion I (Fig. 7). Before cooling the largest domain contains 9 DiPBI molecules at 500 K, 10 at 700 K, and 7 at 900 K. This is because criterion II predominantly assigns DiPBI molecules in a single $\pi$-stack to a certain domain, whereas criterion I also allows two or more adjacent stacks to be part of a single domain (as illustrated by Fig. 8). The trends with respect to temperature, however, remain the same as for criterion I.

Although we have focussed above on $\pi$-stacked DiPBI molecules, we have also investigated
FIG. 7: Domain size histograms according to criterion II for the final structures of the 500 K (a), 700 K (b), and 900 K (c) runs before (red) and after (green) cooling to 300 K.

FIG. 8: Example of a domain determined according criterion I (solid and dashed boxes) and II (solid box).
the role of hydrogen bonding by calculating Cl...H and O...H radial distribution functions. From this analysis we conclude that the average number of hydrogen bonds is only a fraction of one per acceptor. In addition, the majority of them are highly nonlinear and arise from close contacts within π-stacked DiPBI arrays. Thus π-stacking is clearly the dominant factor in structure formation here.

B. Mobility

The extent to which domain boundaries and sizes can change over time depends on the mobility of the constituent molecules. A measure for the mobility is their mean square displacement (MSD) as a function of time. Figure 9 shows the MSD curves for P3HT and DiPBI for the annealed systems at 500, 700, and 900 K. In each case, two curves are presented — one considering only the COM and the other taking into account all CG beads of the particular species. By comparing the two, one can obtain information on conformational and rotational motion.

From the all-particle curves in Fig. 9a it appears that at 500 K, P3HT diffuses faster than DiPBI by an order of magnitude. Only the comparison to the all-particle to the COM curves (Fig. 9b) reveals that the P3HT all-particle curve contains predominantly intramolecular contributions caused by large conformational changes of the polymers. In fact, the COM curves of the two species are rather similar. However, the slope of the P3HT curve is still roughly twice as large as that for DiPBI. This could be due to the fact that the simulation temperature of 500 K lies above the melting point of P3HT (485 K), while it is just below that of DiPBI (537 K). As we know from the domain structure analysis above, the DiPBI molecules are mainly present in π-stacks, which would explain their reduced mobility.

The picture is qualitatively unchanged at 700 K (Figs. 9c, d). As for 500 K, the all-particle diffusion of P3HT is much faster than that of DiPBI, whereas the COM curves start out almost on top of each other with DiPBI being slightly slower overall. For both types of molecules the slope and thus the diffusivity has increased by an order of magnitude compared to 500 K.

At 900 K, the situation finally changes drastically (Figs. 9e, f). The large difference between the all-particle curves of P3HT and DiPBI prevalent at the lower temperatures has all but disappeared (Fig. 9e). For the first time, the COM diffusion of DiPBI is faster than
that of P3HT. This is in line with the above analysis of the domain structure, which implied that a temperature of 900 K leads to the break-up of larger DiPBI domains into smaller, more mobile, stacks and single molecules. The MSD data clearly support the idea of an order → disorder phase transition in the DiPBI subsystem between 700 and 900 K.

C. Absorption Spectra

It is known from pure P3HT that the UV/vis absorption spectrum sensitively depends on temperature and thermodynamic phase due to changes in the underlying molecular structure [25, 32]. In the following, we analyze the optical absorption spectrum of the P3HT:DiPBI mixture, as it may hold valuable clues on the microscopic structure of the bulk heterojunction material. Let us start by looking at the experimental spectrum obtained for a spin-coated thin film. Figure 10 shows the UV/vis spectrum of a P3HT:DiPBI thin film together with the spectra of pure P3HT and DiPBI thin films. The P3HT:DiPBI spectrum has three distinct peaks at about 410, 510, and 670 nm which can be clearly assigned to the P3HT and DiPBI components by comparison with the spectra of the respective pure films. The main broad feature at 510 nm corresponds to the characteristic P3HT thin film spectrum, while the other two peaks originate from DiPBI. We therefore begin our theoretical analysis with the spectra of the individual components. Figure 11 shows the theoretical averaged DiPBI spectra of the P3HT:DiPBI mixture from the 500, 700, and 900 K simulations quenched to 300 K. The theoretical 500 K spectrum is seen to have a very similar shape as the experimental spectrum, however it is red-shifted by about 50 nm. We would like to stress that this shift is likely to be a temperature effect rather than an error due to the DFT method chosen, since the spectrum obtained for the optimized geometry agrees well with experimental one (see SI, Fig. S5). Test calculations have shown that the double peak structure at 500/550 nm and 600/650 nm of the experimental spectrum is in fact due to dynamical effects by averaging TDDFT spectra along a single molecule trajectory, whereas the optimized structure only yields two single peaks. The theoretical peak at 720 nm is seen to get weaker when the temperature is increased to 700 and 900 K, while the contributions between 750 and 800 nm become stronger. Overall, the differences between the three temperatures are, however, relatively minor, which is plausible given the rigidity of the DiPBI molecule. At the same time, this suggests that environmental effects, for instance caused by π-stacking or the
FIG. 9: Ensemble and time averaged mean square displacement as a function of time for DiPBI (blue lines) and P3HT (red lines) at 500 K (top), 700 K (middle) and 900 K (bottom). Curves labeled with AA have been obtained using the positions of all beads, while those labeled with COM only consider center-of-mass motion.
interaction with P3HT, play a more subtle role.

To further investigate the effect of temperature on the absorption spectra, we have performed UV/vis spectroscopy on spin-coated thin films of pure DiPBI at 573 and 773 K (see Experimental Details Section). Figure 12 compares the spectra obtained at the two elevated temperatures with the one at 300 K. The peaks expectedly become broader with increasing temperature and a slight red-shift can also be observed, which is line with the theoretical spectra from the annealed simulations (Fig. 11).

The absorption spectrum of the P3HT subsystem of the P3HT:DiPBI mixture contains additional information on the amorphous structure. Figure 13 shows the calculated averaged P3HT spectra for the quenched 500, 700, and 900 K runs and compares them to the experimental spectra obtained in previous work on pure P3HT in a thin film and a chloroform solution [32]. The 500 K spectrum can be described as a superposition of the thin film and the solution spectrum of pure P3HT. As discussed above (see, for example, diffusion properties) the P3HT subsystem is — at least partially — liquid. During rapid quenching to 300 K, the system is essentially frozen in this partially liquid state. It is possible that certain regions become more like an amorphous solid in the process. This might be enhanced in the vicinity of the DiPBI domains, which are still frozen at 500 K.
FIG. 11: Theoretical absorption spectra of DiPBI within the P3HT:DiPBI mixture quenched to 300 K from simulations at 500 (top), 700 (middle), and 900 K (bottom) together with the experimental spectrum of a pure DiPBI thin film at 300 K.

FIG. 12: Experimental absorption spectra of spin coated DiPBI thin films at 300 (black), 573 (red), and 773 K (green).
It can be seen that the amorphous solid contribution around 500 nm diminishes with increasing temperature (Fig. 13 middle and bottom panel) and the solution-like peak at just over 400 nm becomes dominant. Comparing the three simulations clearly suggests that different annealing and cooling protocols can generate a range of different morphologies and aggregation states with varying electronic properties. To verify the theoretical prediction, we have also measured experimental absorption spectra of spin-coated thin films of P3HT subjected to different annealing temperatures (see Experimental Details Section). The experimental UV/vis spectra at 300, 573, and 773 K shown in Fig. 14 strongly support the theoretical data in so far as they indeed exhibit a pronounced blue-shift with increasing temperature.

V. CONCLUSIONS

Multiscale simulations have been performed of a P3HT:DiPBI mixture exposed to different annealing and cooling protocols using a combination of coarse grained molecular dynamics, atomistic molecular dynamics and density functional theory based electronic structure
calculations. Analysis of the morphology has revealed a pronounced domain structure. In particular at 500 and 700 K large clusters of \( \pi \)-stacked DiPBI molecules were found. At 900 K — above the order \( \rightarrow \) disorder phase transition of DiPBI — these stacks were seen to break up into smaller parts.

The notion that P3HT is molten in the 500 to 900 K temperature interval, while DiPBI melts above 500 K and shows an order \( \rightarrow \) disorder phase transition somewhere between 700 and 900 K, is supported by a diffusivity analysis. The mean square displacement of DiPBI was seen to overtake that of P3HT between 700 and 900 K.

Optical absorption spectra have been calculated by averaging over individual molecules sampled from the three systems quenched to 300 K and compared to experimental UV/vis spectra recorded for thin films. The theoretical spectrum of the DiPBI subsystem has a similar shape as the experimental spectrum of pure DiPBI, but is slightly red-shifted. The calculated P3HT spectrum is found to become increasingly solution-like with rising annealing temperature despite the fact that all systems have been quenched to 300 K. Hence theory suggests that the annealing and cooling protocol can strongly influence the
electronic properties of a bulk heterojunction solar cell. This has indeed been demonstrated by our UV/vis spectroscopic measurements of strongly annealed thin film samples, which confirm the trends predicted by theory. With the combined insights provided by multiscale simulation and experiment, it may be possible to develop effective tempering routines to fine-tune the electronic structure of organic semiconductor materials.
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