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Photoelectron spectroscopy is usually described by a simple equation that relates the binding energy of the photoemitted 

electron, Ebinding, its kinetic energy, Ekinetic, the energy of the ionizing photon, Ephoton, and the work function of the 

spectrometer, Φ, Ebinding = Ephoton - Ekinetic – Φ. Behind this equation there is an extremely rich physics, which we describe 

here using as an example a relatively simple conjugated molecule, namely coronene. The theoretical analysis of valence 

band and C1s core level photoemission spectra showed that multiple excitations play an important role in determining 

intensities of the final spectrum. An explicit, time-evolving model is applied, able to count for all possible photo-excitations 

occurring during the photoemission process, showing they evolve on a short time-scale, of about 10 fs. The method 

reveals itself to be a valid approach to reproduce photoemission spectra for Polycyclic Aromatic Hydrocarbons (PAHs).

Introduction  

Photoelectron spectroscopy (PES) monitors the energy of 

electrons emitted from solids, gases, or liquids by the 

photoelectric effect. Depending on the source of ionization 

energy, PES can be divided into Ultraviolet Photoelectron 

Spectroscopy (UPS) and X-ray Photoelectron Spectroscopy 

(XPS) that probe either valence or core electrons. 

Photoelectron spectroscopy of core levels is a quantitative 

spectroscopic technique that is often used for determining the 

elemental composition of a solid or liquid surface
1
 or to 

retrieve information on chemical environments or oxidation 

states of the atoms present in a gas, liquid or solid.
2
 Valence 

band photoemission features of molecules in the gas phase 

can be related to the different molecular orbitals, while those 

of an adsorbate on a solid surface reveal whether 

physisorption or chemisorption has taken place. The spectra 

are obtained by irradiating a material with a monochromatic 

beam of photons and, subsequently, measuring the number of 

electrons that escape from the sample as a function of their 

kinetic energy (Ekinetic). PES can measure the energies of the 

ground and excited states, after the loss of an electron from a 

neutral system. Indeed, since the energy of the photon is 

known, one can determine the electron binding energy of the 

emitted electrons as:  

 

       1. 

 

 

where, Ebinding is the energy difference between the initial and 

the final state corresponding to the situations before and after 

the photoemission event has taken place, Ephoton is the energy 

of the photons, Ekinetic is the kinetic energy of the emitted 

electron, and Φ is the work function of the spectrometer (not 

the material). 

Despite the deceiving simplicity of eq. 1, the physics of 

photoelectron spectroscopy is extremely rich and the 

interpretation of its spectra is not straightforward. The high 

energy of the photon triggers a complicated re-organization of 

the wavefunction where the usually dominant one-photon 

contribution of equation 1 is combined with all other possible 

contributions of the same energy, together with the 

continuum states of the ionized system. In short, the final 

ionized state is non-stationary and is a time-evolving 

wavepacket whose investigation requires time-dependent 

calculations.  

Ionization processes in atoms and molecules induced by strong 

fields have been described with different methods that allow 

to calculate resonance states activated in non-linear 

phenomena. The single-active electron approximation for 

numerical integrations of the Time Dependent Shrodinger 

Equation, TDSE, may accurately describe some aspects of 

strong-field atomic ionization, as demonstrated by Muller et 

al.
3-5

 Thachuk, Ivanov and Wardlaw have employed the TDSE 

to propagate the electrons and classical dynamics for the 

nuclei to simulate above threshold ionization, ATI, and 

dissociation in H2
+
 and HCl molecules,

6,7
 while, Bandrauk et al. 

used accurate numerical integrations of wavepackets to study 

E
binding

= E
photon

− E
kinetic

−φ
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the full quantum dynamics of H2
+
 and H2 in intense laser 

fields,
8-19

 providing insight into the laser-induced ionization 

and dissociation process, and explaining multi-photon 

phenomena such as ATI and high-order harmonic generation. 

The complex scaling method
20

 rotates the coordinates into the 

complex plane, although it is difficult to apply it in time-

dependent calculations. The variational method,
21,22

 and least-

squares schemes
23

 have also been introduced in the 

calculation of continuum wave functions, but efficient and 

accurate solutions are still necessary.  

Here, we propose a time-dependent quantum mechanical 

method to assign and interpret photoelectron spectra of large 

conjugated systems, in particular PAHs (Polycyclic Aromatic 

Hydrocarbons), by studying the onset of the ionization 

dynamics activated by the excitation process with explicit 

wavepacket dynamics calculations. The proposed method 

provides a way to directly correlate the time-dependent 

wavefunction recombination to intensities of photoelectron 

spectra.  

The ionization spectra of PAHs have received large attention 

over the last decades: there is evidence of their substantial 

presence in interstellar carbon and ices, and it is also known 

they are carriers of interstellar IR absorption and emission 

bands in a wide variety of sources.
24,25

 Regarding our daily life, 

PAHs have been demonstrated to show mutagenic and 

carcinogenic activities,
26

 as well as to be produced in 

combustion processes of organic compounds.
27

 They can also 

be employed as building blocks of efficient electronic 

devices.
28,29

 The investigation of their electronic structure and 

the interpretation of their spectra has been widely advocated. 

Here, we test the accuracy and efficiency of an in-house 

developed method on the simulation of coronene valence and 

core photoelectron spectra. Their successful interpretation can 

open the way to the analysis of ionization spectra for other 

larger PAHs molecules, assisting the understanding of chemical 

reactions they are involved in.  

The coronene ultraviolet photoelectron spectrum is 

characterized by sharp, well-separated peaks of roughly similar 

intensities below ~10 eV. They are interpreted in terms of 

Koopmans’ theorem as π-electron ionization peaks and have 

only little or no vibrational structure. In the higher energy 

region, on the contrary, these sharp features start to overlap 

broad structures, identified as the σ ionization manifold. Both 

the π- and σ- band features are spread and overlap with shake-

up satellites structures, a mixture of excited state 

configurations. The loss of an electron from a σ orbital 

weakens a chemical bond significantly, tends to make the σ 

and the π orbitals indistinct from one another, and produces a 

dense manifold of vibrational progressions that accompanies 

the ionization peak. The intricacy of the spectral features 

makes it necessary to resort to simulations to analyse 

experimental measurements at bonding energies larger than 

10 eV. The simulation of a photoelectron spectrum requires 

sophisticated quantum chemical models with a strong 

quantum mechanical basis.
30-38

  

The valence band photoemission spectrum of coronene has 

been investigated by approaches based on the Green Function, 

GF, formalism.
37

 The accuracy of the prediction was about 0.3 

eV, with a sensitivity to the details of calculations, mainly the 

basis set, that decreased with increasing binding energy. The 

author identified as a reason for the trend the fact that, for the 

outermost levels, the leading second-order corrections to 

orbital binding energies are pair-removal corrections, which 

arise from the particle component of the self-energy and imply 

double electronic excitations, while at higher binding energies 

the dominating terms are orbital and pair relaxation terms 

linked to the hole component of the second-order self-energy. 

One of the drawbacks of the Green Function calculations was 

the systematic underestimation of the ionization threshold, 

which implies that the excitation energies in the cation are 

systematically overestimated. A different approach, namely 

Time Dependent Density Functional Theory, TDDFT, 

circumvents this difficulty, by ascribing the ionization 

thresholds of the neutral molecules to the zero of excitation 

energies in the cations, while it is less accurate for other 

aspects.
39-42

 Overall, the computational approaches to the 

spectra of coronene have been quite successful and the 

limitations of the computational models have been well 

outlined.
37

  

Recently, time-resolved photoelectron spectroscopy has been 

employed to study ultrafast non-adiabatic processes on 

neutral polyatomic molecules, taking into account both 

electronic and vibrational contributions.
43 

In short, it is fair to 

summarize the results by saying that the complicated picture 

of coronene valence band photoemission means that the 

phenomenon cannot be described as the simple ionization of a 

binding electron. 

Experimental Section  

The photoemission spectra were taken at the Gas Phase 

Photoemission beamline at the Elettra synchrotron in Trieste, 

Italy, using a 6-channel, 150 mm hemispherical electron 

energy analyzer. The electron analyzer was mounted in the 

plane defined by the (linearly polarized) electric vector of the 

light and the photon propagation direction at an angle of 54.7° 

with respect to the electric vector of the light. In this geometry 

the axis of the analyzer is set at the pseudo magic angle, and 

so measurements should be insensitive to the photoelectron 

asymmetry parameter β. 

Coronene crystalline powder (Sigma-Aldrich, minimum purity 

of 99%) was used without any further purification and 

sublimed from a homebuilt furnace
44

 at T ~478 K. Sample 

purity was checked by comparing with the valence band 

photoemission spectra recorded during progressive heating, 

until we obtained a spectrum comparable to those available in 

the literature.
45

 This comparison also assured that the sample 

did not suffer from thermal degradation or radiation damage. 

The valence band photoemission spectrum, showed in Figure 

1(a), was recorded at 21.50 eV, with an overall energy 

resolution better than 100 meV; these improved experimental 

conditions in terms of overall flux and resolution allowed  
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Figure 1. (a) Experimental valence photoemission spectrum of 

coronene. Peaks are labelled from A to F; (b) CAM-

B3LYP/CCPVDZ convoluted valence photoemission spectrum of 

coronene at 0 K, calculations were carried out with a constant 

(red line) and ramped up and down (black line) field envelope. 

Peaks are labelled from A to H in black colour. Where band 

positions differ, labels are indicated in red for the constant 

envelope; (c) CAM-B3LYP/CCPVDZ convoluted valence 

photoemission spectrum of coronene statistical ensemble, 

colour code as in (b).
 

 

 

 

Figure 2. (a) Experimental C1s core level photoemission 

spectrum of coronene; see ref. 38; (b) CAM-B3LYP/CCPVDZ 

convoluted C1s core level photoemission spectrum of 

coronene at 0 K, calculations were carried out with a constant 

(red line) and ramped up and down (black line) field envelope; 

(c) CAM-B3LYP/CCPVDZ convoluted C1s core level 

photoemission spectrum of coronene statistical ensemble, 

colour code as in (b). 
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ionisation of electronic states in the inner valence region and a 

better resolution of the vibrational envelope of the peaks 

below 10 eV of ionization energy. 

The carbon 1s core level photoelectron spectrum, displayed in 

Figure 2(a), was recorded at photon energy of 350 eV, with an 

overall experimental resolution of 250 meV. 

Details of the 1s core experimental setup and its recording 

have been described in Ref 38. 

The theoretical basis 

The photoelectron process can be described as the transition 

of one electron from an initial occupied state to a final empty 

free-electron level in vacuum. In a molecule, the final state 

corresponds to the final state of an optical excitation: initially 

in the unperturbed state |i>, the molecule absorbs one 

photon, reaching the final state |f>. If we assume that all 

virtual (empty) orbitals share the same probability of losing the 

electron to the continuum of levels of the vacuum, we can 

approximate the photoemission to a process similar to an 

optical absorption. The initial stationary state |i>, here Ψ(0), 

i.e., Ψ(t=0) in Eq. 2, is the initial electronic wavefunction of the 

system in the absence of external perturbation. 

The interaction of Ψ(0) with an external electric field produces 

a non-stationary state. The time evolution of the wavefunction 

in the presence of an external perturbation can be carried out 

with the stable propagator algorithm proposed by Allen and 

co-workers,
46-49

 that reads: 

 

 

        2. 

 

where, Ψ(t) is a wavepacket; ∆t is the time step;  ��  is the total 

Hamiltonian, given by the sum of the unperturbed molecular 

Hamiltonian, ���, and the perturbing Hamiltonian, �����. This 

latter represents the interaction between the classical electric 

field and the molecular dipole moment, here written as: 

 

        3. 

     

where, ����� is the product of the matrix of the dipole 

moments between atomic orbitals, �� , and the sinusoidal wave 

of the oscillating external field; ω is the frequency of the 

incoming photon; ε(t) is the electric field amplitude or field 

envelope. The field envelope is either kept constant in time, or 

ramped up and down during the dynamics. The calculations 

are carried out in the atomic orbital framework. The field 

polarization can be chosen. The coefficients of Ψ(t) are 

updated at each time step under the effect of the external 

field. The propagation is carried out starting from molecular 

orbitals orthonormalized by the Löwdin transformation.  

The approach has been successfully employed by us also to 

investigate the photolytic splitting of water Ice by VUV light,
50 

the dynamics of photo-activated chemical bonding,
51

 electron 

transfer processes
52

, photo-induced dissociation,
53

 non linear 

optical properties,
54

 and mono- and multi-photon 

excitations.
55

   

The evolution of the electronic wavefunction is therefore 

calculated with a generalized Cayley algorithm, based on a 

Dyson-like expansion of the time-evolution operator,
56

 which 

conserves probability and preserves orthogonality. Being 

intrinsically an O(N) method once the initial state has been 

specified, it is well-suited to investigate large systems, such as 

complex materials and biological molecules, as also shown by 

our previous applications. Numerically, the time-dependent 

Schrodinger equation is solved by the Cranck-Nicolson 

approximation method,
57,58

 based on expressing the 

exponential operator exp(H∆t) with second-order accuracy. It 

is the commonly recommended finite differences scheme to 

approximate the solutions of the TDSE in complex multiscale 

phenomena. It is a stable approach, which assures the 

normalization to unity of the wave function independently of 

the time step size ∆t. In contrast, the accuracy of the 

calculated solution obviously depends on time step parameter: 

being the method second order in time, the accuracy increases 

by a factor of four if the step size is halved. This kind of 

simulations always requires a compromise between running 

time and accuracy of the solution. In our case, a time step of 

0.0096 fs and a simulation length of 1024 total steps ensure a 

suitable accuracy of the solution.  

There are a number of other methods usually used in 

numerical solutions that can be robust propagators for general 

time-dependent applications, including i) the general split-

operator methods (SOM),
59,60

 ii) the efficient large-vector-

matrix operations,
61,62

 iii) the Chebychev Polynomial method
63

 

and iv) the iterative Lanczos method
64

. Additionally, when the 

initial state is the ground state, the TDSE can be propagated 

for an arbitrary initial vector using the imaginary-time-

propagation, ITP, method
65

, which is quite efficient if only part 

of the eigenstates is needed. 

In our model, the presence of the electric field polarizes the 

wavefunction and induces transitions between the states of 

the system that can be described, at every time, by a transition 

current probability (or electron flux)
66,67

, a gauge invariant, 

origin-independent vector field, expressed as:  

 

 

                          4. 

   

 

where, Ψi is the time-evolving wavefunction of the state from 

where the transition initiates; �	 is the matrix of linear 

momentum operator; Ψj is the wavefunction of the state 

where the transition ends; Jij is the electron flow of probability 

across orbitals in time, a valuable tool to investigate 

magnitude and direction of the electronic motions in our 

context. 

By assuming that during the simulation time of a single 

electron dynamic (up tp 10.0 fs) the nuclei do not move 

substantially, we can say that the photoelectron spectrum, 


��, ��,	at a fixed energy E and time t, is directly proportional 

to the electric transition dipole moment
68

,  ��� , which is, in 

turn, related to the transition current density between the ith 

J
ij
=
1

2m
Ψ
i
p̂*Ψ

j

* +Ψ
i

* p̂Ψ
j( )

Ĥ (t) = −D̂ε(t)sin(ωt)
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and jth non-stationary state, in the configuration space 

representation, throughout the following relation:
69

 

              

                       5. 

 

where, εI and εj are the energies of the involved states. 

Being the photoelectron spectrum a coherent superposition of 

amplitudes of ionization processes at different times, the time 

integration of the electron flux over the total simulation length 

returns a photoelectron spectral profile, whose intensities are 

proportional to those of the experimental spectrum. The 

calculation of the density current probability between all 

molecular orbitals induced by the external perturbation can 

thus provide a direct description of the photoelectron process 

under the above assumptions.  

As a guide to the eye, the calculated stick peaks of the density 

current contributions are convoluted with Gaussian functions. 

Nuclei are frozen during the simulations. Therefore, in the 

effort to capture the experimental conditions and to account 

for the Jahn-Teller distortions, expected for degenerate energy 

levels in conjugated molecules, a zero-point energy sampling 

of coronene molecules are produced via the BOMD
70,71

 routine 

implemented in the Gaussian09 suite of programs.
72

 Thermal 

energy distortion is added to the D6h geometry.
70,73-75

 Room 

temperature and vibrational normal modes are used to 

generate a statistical number of structures (namely, 384, a 

purely randomly generated number). This procedure provides 

a statistical ensemble of geometries identical in energy, but 

different in their vibrational energy distribution about the 

equilibrium geometry, allowing taking into account 

vibrationally induced distortions. The photoelectron spectra 

calculated for the ensemble of thermally equilibrated 

coronene structures include vibrational effects, overcoming 

some limitations of the method.  

The vertical ionization energy is calculated according to the IP 

theorem,
76-79 

that states that the energy of the highest 

occupied molecular orbital (HOMO) equals the negative of the 

gas-phase molecular ionization potentials (IP). Binding 

energies of the entire photoelectron spectrum are then 

assigned according to the DFT Koopmans’ theorem. Therefore, 

the choice of the appropriate functional is crucial for the 

reproduction of experimental ionization spectra. 

Unfortunately, the Kohn-Sham eigenvalues obtained through 

the use of the general LDA or GGA approximations are often 

not in good agreement with experiments:
80

 the IP theorem is 

grossly violated, and the negative of the HOMO energy usually 

underestimates the IP severely.
81-84

 The calculated eigenvalue 

spectrum may still exhibit qualitative failure even by rigidly 

shifting the theoretical energies,
85,86 

because of a wrong 

ordering of the molecular orbitals.  

The situation can be improved using “hybrid” DFT 

functionals,
87 

but, even in these cases, the HOMO energies, 

although closer to experimental ionization energies, 

significantly underestimate those observables (as shown by 

our B3LYP calculations on the coronene molecule, mentioned 

below in the text). The main reason for the failure resides in 

the difficulty to obtain the correct � 1/r asymptotic potential 

that is “experienced” by an electron at large distances from 

the molecule, which is relevant for describing the ionization 

process.  

A promising strategy for overcoming such problem is offered 

by the more recent class of range-separated hybrid (RSH) DFT 

functionals, pioneered by Savin and co-workers.
88

 In these 

functionals, the Coulomb repulsion term is separated into 

long-range (LR) and short-range (SR) components, via a range-

separation parameter, γ. The LR term, mapped using full Fock 

exchange, establishes the correct asymptotic potential.  

In our simulations, we show that, not only the IP, but also the 

entire valence-electron spectrum of the coronene molecule 

can be accurately described by the eigenvalues of a RSH 

functional, namely the CAM-B3LYP, introduced by Yanai et al.
89

 

and based on the Coulomb-attenuating method (CAM). The 

approximation follows original work of Hirao and 

coworkers
90,91

 and Savin and coworkers.
88,92

 Preliminary 

investigations
89-97

 have demonstrated that CAM-B3LYP 

provides significantly improved Rydberg and charge transfer 

(CT) electronic excitation energies, due to an enhanced 

description of the long-range exchange interaction. For 

extended π-conjugated systems, where DFT calculations give 

highly inaccurate results, it has been demonstrated that range-

separated density functionals including variable fractions of 

orbital exchange,
98,99

 such as CAM-B3LYP, LC-ωPBE, and ω 

B97X, provide good accuracy.
100-102

   

A recent work on the calculation of the water monomer 

photoelectron spectra proved that the CAM-B3LYP results are 

quantitatively close to the experiment.
103 

Moreover, the 

photoelectron spectrum of N-heterocyclic carbenes (NHCs) 

was recently studied with the long-range corrected CAM-

B3LYP functional, showing how the approach provides 

satisfactory agreement for the low-lying (i.e. single excitations-

dominated) transitions. The agreement is not inferior to that 

of the other methods used for calculating the monopole- 

allowed direct shake-up transitions.
104  

 

A further improvement of results can be obtained by using 

optimally tuned RSH (OT-RSH) functionals
98 

where the 

parameter γ is tuned for each kind of system, or some 

modeled exchange potential that has correct asymptotic 

behavior, such as the Leeuwen and Baerends potential
105

, 

which will be considered in future calculations.  

The ground electronic state of coronene was then calculated 

with Gaussian09
72

, at the CAM-B3LYP/CCPVDZ level of 

calculations (using Dunning’s correlation-consistent polarized 

valence basis set of double-ξ quality level).
89,106

 

The perturbing field was applied perpendicularly to the plane 

of the molecule. Photon frequencies, ω, corresponding to 

energies of 21.50 eV and 350 eV, were used to reproduce 

experimental valence and C1s core photoelectron spectra, 

respectively. Two sets of electron dynamics for the cooled 

geometry and for the ensemble of coronene molecules were 

run to calculate the corresponding valence and C1s 

photoelectron spectra. In the first set, the field strength was 

kept constant during the simulation time, at a fixed value of 

0.1 au. In the second one, it was ramped up and down: 
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initially, in the first 3 fs, it was linearly increased to the 

maximum value, εmax, of 0.1 au, it was then left constant at 

εmax for 3 fs, and then linearly decreased to zero in the last 3 fs 

of the simulations. The total pulse duration in the varying 

envelope simulations corresponds to 16 and 255 optical cycles 

for frequencies field of 27.50 eV (τ = 190 as) and 350 eV (τ 

=11.7 as), respectively. In both field envelope settings, the 

total time duration of the field source is about 10.0 fs.  

Computationally, the high intensity corresponds to the field 

experienced by the molecule when the photon is impinging on 

it. Schlegel et al. indicated field strengths of about 1.72*10
14

 

W/cm
2 

to simulate ionization in H2
+
.
107

 Usually, for atoms and 

diatomic molecules in high-intense field regimes, the Keldysh 

parameter
108

, γ, is used to distinguish, for a given electric field 

and a laser frequency, if the ionization is mediated by the 

absorption of a photon, or by the electric field of the laser. In 

particular, γ >>1 indicates a multi-photon ionization regime, γ 

≈1 corresponds to the tunneling regime, and γ << 1 to the over 

the barrier ionization. The Keldysh parameter is calculated, in 

atomic units, as: 

 

 and        6.

      

where, Ip is the ionization potential, Up is the ponderomotive 

potential and F0 and ω are the amplitude and angular 

frequency of the laser field, respectively.  

The Keldysh parameter is used here as a reference quantity to 

assign the ionization mechanism, even though it was shown, 

with a numerical model assuming a one-dimensional potential, 

that its value is strongly structure dependent and that large 

molecules reach the field ionization region already at γ>1
109

. 

For large systems, the quasi-static and single active electron, 

SAE, approximations are believed to breakdown and ionization 

is controlled by either an adiabatic or a non-adiabatic multi-

electron, NME, process, where the wavelength dependence of 

the photoionization rate may be much different than the 

classical prediction.
110-112

  

Experiments on large molecules like ethene, propane, 

propyne, benzene, toluene and methanol
113,114

 and long chain 

molecules, hexatriene, decatetraene and β-carotene suggest a 

screening effect of the electric field due to the large extent of 

the delocalized electrons and consequently a decreased 

probability for field ionization
115

. In our simulations, with a 

field intensity of 3.5 *10
14

 W/cm
2
, Keldysh parameters are 7.39 

and 5.87 for the valence photoelectron and C1s processes, 

respectively. In both cases, we can say that our calculations 

are in the multi-photon ionization regimes. 

 

Results  

The past computational analysis of the photoelectron spectra 

of coronene showed the important role played by multiple 

excitations. In the model used here, these excitations appear  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Time evolution of four coronene molecular orbitals 

under the effect of an electric field with a field frequency of 

21.5 eV, and a variable envelope, ramped up and down as 

described in the text above. Lowest energy core orbital solid 

black line at the top of the Figure; HOMO, red solid line; lowest 

valence orbital, green solid line;  valence orbital in resonance 

with the field frequency, blue solid line.  

 

directly, as shown in previous work, where multi-photon 

transitions and non-linear optical properties were obtained.
54

 

The electron dynamics re-arranges the wavefunction and 

populates orbitals that in the absence of the electric field are 

unoccupied. The electron can then backscatter to orbitals that 

were initially occupied but have become unoccupied in the 

course of the dynamics. Therefore, shake-up states are 

included in this theoretical approach, although their energies 

are positioned at binding energies of the initial unperturbed 

wavefunction.  

The simulations at the CAM-B3LYP/CCPVDZ level were run on 

the initial eigenfunctions of the unperturbed molecular 

Hamiltonian for a few femtoseconds (up to ~10.0 fs). The 

length of the dynamics was determined in the constant field 

envelope simulation by the time required by the wavefunction 

to reach the minimum of the electron occupation, which 

should correspond to the maximum in the probability of 

ionization. 

A typical dynamics: As an illustration, Figure 3 shows a typical 

time evolution of the occupation of four key molecular orbitals  

of planar coronene during the simulation of the valence band 

photoemission for the CAM-B3LYP/CCPVDZ case. The 

perturbation is an oscillating electric field with an envelope 

ramped up and down, as described above, to a maximum 

value of  εmax at 0.1 au and a field frequency of 21.5 eV. The 

occupation of the lowest-energy core orbital, characterized by 

an unperturbed energy of about 280 eV, remains stationary 

during the entire evolution (solid black line at the top of Figure 

3), because of the large mismatch with the photon energy, 

meaning that the latter is far too low to perturb it. The 

occupation of other molecular orbitals that are displayed, 

namely, the HOMO (Highest Occupied Molecular Orbital), the  

γ =
I
p

2U
p

U
p
=
F
0

2ω
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Figure 4. The electron density matrix in the molecular orbital basis, ρij, calculated as a function of the MO’s energy difference at 

a) 0 fs , b) 1fs, c) 3fs, d) 6 fs and e) 9 fs of the simulation. 

 

lowest valence orbital, characterized by an unperturbed 

energy of nearly 27 eV, and the valence orbital with an 

unperturbed energy on resonance with the field frequency, 

21.5 eV, decrease differently during the simulation, and 

oscillate with characteristic frequencies corresponding, to a 

good approximation, to Rabi frequencies calculated according 

to equation 26 in reference 107.  

The electron density matrix in the molecular orbital basis, ρij, is 

also calculated as a function of the MO’s energy difference at 

0, 1, 3, 6 and 9 fs of the simulation, in order to display how the 

coherent superposition of inner molecular orbitals takes place 

during the simulation. The time-dependent matrix elements, 

ρij(t), change due to the electric field. The diagonal matrix 

elements represent the MO electron occupancy associated to 

the i-th molecular orbital; the off-diagonal ones are the 

electron occupation due to the “migration” from the i-th to j-

th MO. 

As Figure 4 shows, the electron density mainly flows between 

those orbitals whose energy difference is ~21.5 eV and ~43 eV, 

i.e., corresponding to one- and two-photon transitions. The 

initially unoccupied orbitals become successively occupied 

according to their increasing energy and the main populated 
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orbitals are those in resonance with the field frequency (or its 

multiples). The higher excitation requires longer times or 

stronger fields to occur. By comparing figures 4a to 4e, it is 

possible to assess the coherence of the process. A measure of 

such a coherence can be the spread of the excitation. The 

initially coherent states spread and loose coherence until the 

field is switched off. 

The calculated spectra: Figures 1(b) and 2(b) show the valence 

and the C1s photoemission spectrum, respectively, calculated 

for the “cooled” coronene geometry, at the CAM- 

B3LYP/CCPVDZ level, together with the comparison between 

the two different field envelope settings (vide supra).  

The peaks are broadened with a Gaussian function 

characterized by a FWHW of 0.2 eV. Figures 1(c) and 2(c) 

display the valence and the C1s photoemission spectrum, 

respectively, calculated for the thermally equilibrated 

coronene ensemble, together with a comparison between the 

two different settings of the field envelope. Again, stick 

spectra are broadened with a Gaussian function, whose 

FWHM, for both Figures 1(c) and 2(c), is calculated as the 

standard deviation over all molecular orbital energies of 

different structures. In particular, photoemission spectra 

obtained with constant field strength of 0.1 au are displayed 

with a red solid line, while, those calculated with a ramped up 

and down field envelope, with a black solid line. The main 

bands of UPS spectra were labelled from (A) to (H) in black 

colour. To assist the eye, where band positions differ, labels 

are (also) indicated with red colour for the constant field 

strength. Binding energies are always given in eV. Calculated 

spectra are compared with the corresponding experimental 

spectra showed in Figure 1(a) and 2(a). As the comparison 

shows, the differences between the results of the two field 

envelopes concerns the σ-band system in the region between 

10 and 14 eV, where positions and relative intensities of bands 

from C to E are (slightly) modified, especially for the cooled 

coronene system. All other bands are not greatly affected by 

the modification of the field envelope. The variation of the 

spectrum in the σ-region, although not pronounced, was not 

unexpected, considering the complexity of the ionization 

bands, with many and severely overlapping ionization lines at 

binding energies larger than 10 eV. C1s spectra do not show 

substantial differences between the two field envelope sets.   

The electron dynamics: The agreement of the calculations with 

the valence and core level photoemission spectra suggests 

that the model is accurate and justifies a deeper investigation 

of the results of the calculations. We examined the largest 

contributions to the fluxes, or current densities, which govern 

the band intensities. A weaker field decreases the flux and the 

associated probability of ionization (not shown). The Fourier 

transform of the fluxes provided a variety of very rapid 

frequencies that could not be correlated to individual orbital 

energies or specific transition energies. 

In equation 1, the transition starts from an occupied orbital 

and reaches the vacuum. In the present approach, the vacuum 

is represented by the virtual orbitals, with the further 

hypothesis that ionization has the same probability from each 

of these orbitals, which are the channels via which ionization 

occurs. As the dynamics evolves, the flux can bring the 

electron back to the original orbital, or it can also evolve 

towards a different occupied orbital, which has become 

unoccupied in the dynamics. If the orbital is higher in energy, 

i.e., less binding than the initial orbital, the flux can then reach 

a higher lying virtual orbital. Energy is conserved in the 

process, and the apparent simplicity of equation 1 exposed. 

Analysis and Discussion 

Coronene Ultraviolet Spectrum: Results of the CAM-

B3LYP/CCPVDZ calculations for coronene in D6h symmetry, 

displayed as convoluted spectra in Figure 1(b), are compared 

in Table 1 with the ADC(3) previous theoretical values by 

Deleuze et al.
37

, as well as with experimental data. Results of 

the CAM-B3LYP/CCPVDZ calculations on the statistical 

ensemble of distorted molecules are displayed in Figure 1(c). 

In this latter case, it is not possible to assign the irreducible 

representations of the orbitals, although the energies are not 

greatly affected by the distortions. Effectively, peaks of both 

spectra are positioned nearly at the same binding energies, 

although Figure 1(c) shows further broadened bands, in better 

agreement with the experimental profile – Figure 1(a). The 

ultraviolet photoemission spectrum of coronene is 

characterized by two main regions: the π-ionization system, 

below 10 eV, with two sharp and well separated bands, 

labelled as A and B; the broad σ-band system, with four 

intense and rather sharp peaks (C to F) and a further couple of 

broad bands, G-H - see Figures 1(b) and 1(c). 

Table 1 gives the detailed orbital assignment for all these 

bands at the D6h geometry. Our calculations place the vertical 

ionization threshold at 6.77 eV for the “cooled” coronene 

molecule, in good agreement with the ADC(3) results (6.71 

eV)
37

 and the experimental value by Boschi et al. (7.34 eV).
116

 

Analogous calculations (not reported here) at the B3LYP/6-

31G* level places the vertical ionization at 5.64 eV, 

demonstrating how a large basis set incorporating diffuse 

functions combined with an exchange-correlation functionals 

with long-range (1/r) corrections is necessary to reproduce 

peaks positions more accurately. Peaks A and B, in the π 

region, are both underestimated with respect to the 

experimental bands, with a shift of about 0.6 eV.  

ADC(3) calculations identified three dominant shake-up 

satellite configurations in this region, namely [s1], [s2] and 

[s3], placed at 9.33, 10.91 and 11.92 eV, with a corresponding 

pole strength of 0.026, 0.192 and 0.083. All of them correlate 

with 2e2u
-2

 3e1g
+1

 state.
37

 In our spectrum, these shake-up lines 

overlap with one-electron transitions. Their contribution to the 

current density probability between e2u and e1g molecular 

orbitals corresponds to 1.3% of the total band, in agreement 

with both low pole strength of the ADC(3) results and the low 

intensity peaks of the experimental spectrum.  

In the analysis of the σ-band system, for sake of simplicity, we 

refer to the constant field strength UPS profile. We identified 

four intense, well separated peaks, labelled from C to F, at 

binding energies of  
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TABLE 1. Results of CAM-B3LYP/CCPVDZ on Coronene (D6h Symmetry Point Group) for the valence photoemission spectrum 

 

Level MO SYMM CAM-B3LYP/CCPVDZ  ADC(3)
b
 Experiment 

1 E2U 6.771 6.711 7.3-7.6 

2 E1G 8.333 8.336 8.6-8.7 

   9.332 [s
1
] 

a
  

3 B2G 8.762 8.680 a  

   12.147  

4 B1G 8.983 8.808 9.12-9.22 

   11.197 [s
3
] 

a
  

5 A2U 10.276 10.184 
a
 10.3 

   10.916 [s
2
] 

a
  

6 E2G 10.308 10.590  

7 E2U 10.798 10.456 
a
 10.55 

8 B2U 11.508 11.931  

9 E1U 11.528 11.988 11.5 

10 A2G 11.892 12.491 12.28 

11 B1U 11.926 12.468  

12 E1G 12.435 12.330 
a
  

13 E2G 12.744 12.263 13.05 

14 B2U 13.179 13.773 13.57 

15 E1U 13.282 13.873  

16 A1G 13.481 14.064  

17 A2U 13.690 13.242 
a
  

18 E2G 14.254 14.824 14.5 

19 E1U 14.361 14.943 14.8 

20 E2G 14.820 15.465 
a
 15.6 

21 A1G 16.016 16.727 
a
  

22 B2U 16.590 17.283 
a
  

23 E1U 16.650 17.274 
a
  

24 B1U 17.154 17.833 
a
  

25 A2G 17.295 17.926 
a
  

26 A1G 19.118 a  

27 E1U 19.293   

28 E2G 21.589 a  
a
 Breakdown of the molecular orbital picture of ionization. 

b 
Values from ref. 37. 
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TABLE 2. Results of CAM-B3LYP/CCPVDZ on Coronene (D6h Symmetry Point Group) for core-level photoemission spectrum. 

CAM-B3LYP/CCPVDZ energies are scaled by a factor of 1.037 

 

Level MO SYMM CAM-B3LYP/CCPVDZ  Literature Calculations  
a 

Literature Experiment  
a 

1 B1U 279.54*1.037 (289.88) 289.30 289.90 

2 E2G 279.54*1.037 (289.88)   

3 E1U 279.54*1.037 (289.88)   

4 E1U 279.52*1.037 (289.86)   

5 E2G 279.52*1.037 (289.86) 289.26  

6 B1U 279.52*1.037 (289.86)   

7 A1G 279.37*1.037 (289.70)   

8 E1U 279.37*1.037 (289.70) 289.02 289.70 

9  E2G 279.37*1.037 (289.70)   

10 B1U 279.37*1.037 (289.70)   
a
 Values from ref. 38. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Schematic illustration of coronene with non-

equivalent carbon atom labels.  

 

about 10.32, 11.6, 12-13.4 and 14.44 eV, in agreement with 

experimental data (see Table 1). The peak D obtained with a 

variable field envelope shows the main discrepancy with the 

constant field strength spectrum, being located at about 12.5 

eV. Bands G and H, not registered in the experimental 

spectrum, are compared to ADC(3) calculations. The peak G, 

placed at a binding energy of 16.65 eV by our simulations, is 

preceded and followed by two shoulders, at binding energies 

of 16.03 and 17.2 eV, respectively. These results are fully 

consistent with an intense and asymmetric signal indicated by 

PIES (Penning Ionization Electron Spectra) measurements by 

Ohno and co-workers
117 

and also reported by Deleuze et al.
37

 

They are in agreement with ADC(3) results, even if shifted at 

lower energy by about 1.0 eV.  The higher shoulder is related 

to shake up lines of the 23 e1u orbital, according to Deleuze et 

al.
37

 The last peak (H) is the result of a series of shake-up 

features related to the inner valence orbitals. For these peaks, 

shake-up lines become evident since their energy position 

does not overlap with any of the one-electron transitions.  

Coronene C1s Spectrum: Results of the CAM-B3LYP/CCPVDZ 

calculations on the D6h symmetry of coronene are shown as 

convoluted spectra in Figure 2(b), while those on the statistical 

ensemble of distorted molecules are displayed in Figure 2(c). 

In the calculated C1s photoemission spectrum, peaks need to 

be scaled by a factor of 1.037 for better comparison with the 

experimental data. The orbital assignment for the core level 

spectrum of cooled coronene is summarized in Table 2, 

together with a comparison with previous theoretical and 

experimental data.
38

 Two main different peaks can be ascribed 

to distinct C1s orbitals, namely the core orbitals localized on 

innermost (Ci) and outer carbons (Ce), at around 289.9 eV –

(already scaled value) and core orbitals localized on external 

carbons bound to hydrogen (CH), at 289.70 eV  (already scaled 

value) - see Figure 5. The calculation of the C1s spectrum for 

the thermally distorted coronene molecules allows 

reproducing the shoulder of the experimental profile – see 

Figure 2(a), characterized by a vibrational progression towards 

higher BE values. 

Conclusions 
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A simple time-propagation model is able to simulate with 

reasonable accuracy the valence band and core level 

photoemission spectra of coronene. The model exposes the 

rich complexity of transitions that is hidden under the 

apparent simplicity of the equation that governs 

photoelectron spectroscopy. Electron fluxes occur from the 

occupied states to the continuum represented by the 

unoccupied orbitals. In the dynamics, backscattering to binding 

orbitals other than the initial one can occur, thereby starting 

new flows to orbitals that apparently do not match the photon 

energy. The quantum mechanical nature of the processes 

makes the sequence outlined above true only for explicative 

purposes, since all processes occur simultaneously in less than 

10 fs. It is important to note that this model is equally suitable 

for the interpretation of two-photon photoemission, where it 

could also be applied to explain phenomena like laser assisted 

photoemission.
118

 In fact, it may reveals complex correlated 

electron relaxation processes by describing femtosecond-to-

attosecond time-scale electron dynamics in solids and in 

surface-adsorbate systems. Despite the intricacy of ionization 

spectra and the extent of the shake-up contamination of the 

band system, the method provides consistent insights into 

both valence and core-level photoemission spectra.   
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