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fied formulation. In the former atomic (transition) charges ob-
tained using singly excited configuration interaction (CIS) calcu-
lations based on a semiempirical wave function were used while
in the latter case the point dipole approximation (PDA) was ap-
plied.14,15

These simplified formulations however do not seem to be eas-
ily and safely generalized to any NA structure. In particular, the
placement of a point dipole on a chromophore devoid of inver-
sion centre (such as the DNA bases) is not straightforward.16

Moreover, this approximation is known to be inappropriate when
the interchromophore distance is of the same order of the chro-
mophores dimension, which is exactly what happen in NA struc-
tures. In spite of this potentially dangerous weakness of the ap-
proaches used so far to predict NA ECD spectra, a detailed anal-
ysis of the possible consequences of an approximated description
of the couplings has never been presented so far whereas sim-
ilar analyses have already appeared in other contexts, such as
the simulation of fluorescence-detected resonance energy trans-
fer (FRET).17

Another related aspect which has never been analyzed in the
context of NA CD is the role played by the electronic couplings
with respect to the site energies in determining the accuracy of
the final excitonic spectra. This aspect has been instead deeply
analyzed for other supramolecular structures such as artificial and
natural light-harvesting complexes.18–22 In those systems, how-
ever the picture can be rather different with respect to NA struc-
tures as the site energies involved are generally the same for all
chromophoric units (which in most cases are identical). In NAs
instead, the CD spectra comes from the interactions of different
types of excitations in different nucleobases: this heterogeneity
makes the computational simulation much harder as the number
of excitonic parameters to be determined largely increases.

Here, we analyze all these problems that QM based methods
necessarily encounter in the simulation of NA ECD spectra and
we propose an approximated but effective protocol to make them
numerically solvable within the limits of the approximations in-
troduced. The protocol uses a QM exciton model (QM-EC) in
which electronic couplings are obtained by explicitly calculating
the Coulomb interaction of the full transition densities of the in-
teracting units. These latter are obtained by solving the TDDDFT
equations of each unit eventually taking into account the effects
of the other units (and the solvent) through a classical polarizable
MM embedding.23 The accuracy and robustness of the protocol is
evaluated by a direct comparison to experimental CD spectra of a
RNA β -hairpin,24 and a G-quadruplex.25 The two selected appli-
cations have the merit of being very well structurally character-
ized in solution and as such they constitute an ideal playground
to test computational methods.

2 Methods and computational details

In the present formulation of the exciton model, the excitonic
states of the NA system are expressed as linear combinations of
excitations localized on the single chromophoric units, namely

|ΨExc
k 〉=

Nmol

∑
m

nstate

∑
i

C
(k)
mi |φmi〉 (1)

where |φmi〉 is the product of the molecular electronic wave func-
tions on the individual nucleobases, where nucleobase m is in the
ith excited state and all other nucleobases are in the ground state;
C
(k)
mi is the corresponding coefficient. Nmol is the total number of

nucleobases in the NA and nstate the number of local excitations
for each nucleobase. The corresponding Hamiltonian is written
as:

HExc =
Nmol

∑
m

nstate

∑
i

εmi |φmi〉〈φmi|+
Nmol

∑
m6=n

nstate

∑
i, j

Vmi,n j |φmi〉〈φn j| (2)

where εmi are site energies of the ith excitation of the nucleobase
m and Vmi,n j the electronic couplings between to excitations i and
j in nucleobase m and n respectively. The eigenvalues of the
Hamiltonian correspond to the excitonic energies. The analysis
of the eigenvector matrix also gives useful information about the
degree of localization of the excitons by calculating the inverse
participation ratio, also called exciton delocalization length Lk,
reported in Eq. 3.

Lk =
1

∑
Nmol
m ∑

nstate

i (C
(k)
mi )

4
(3)

This parameter indicates the number of coherently coupled chro-
mophores for the k-th excitonic state. For a completely delocal-
ized state Lk corresponds to the number of exciton states whereas
for completely localized states Lk is one.

In the computation of both site energies and couplings we even-
tually take into account the perturbation effects due to the envi-
ronment in which the QM chromophores are embedded by using
a polarizable Molecular Mechanics (MM) force field. In this MM-
Pol approach the MM sites are described as a set of fixed point
charges and polarizabilities. The polarization terms of the inter-
actions are computed in terms of induced dipoles generated at
each MM site a by the QM electron density and all other MM
fixed charges and induced dipoles, namely:26,27

~µ ind
a = α[EQM +E

chg +E
µ ({µ})] (4)

where each electric field E (due, respectively, to QM density,
charges and the other induced dipoles) is evaluated at the MM-
Pol site and α represents the polarisability of the classical site.
This problem has to be solved in a Self-Consistent way through a
matrix inversion or the numerical solution of the corresponding
system of linear equations. The effects on the QM density due to
the presence of the polarizable embedding are taken into account
introducing appropriate interaction terms in the vacuum Hamil-
tonian operator, such as:

ĤPol
QM/MM = ∑

m

qMM
m V̂ QM(~rm)−∑

a

~µ ind
a · ÊQM(~ra) (5)

in which the first term represents the interaction of the QM elec-
tron density with the fixed charges and the second that with the
induced dipoles. By adding the Hamiltonian reported in Eq. 5
to the in vacuum one and solving the resulting TDDFT equa-
tions,26 we directly obtain site energies and couplings modified
by the presence of a polarizable environment. More in details, the
electronic coupling between the excitations localized on the chro-
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mophores m and n can be calculated from the transition densi-
ties of the non-interacting chromophores plus an explicit MMPol-
mediated term, namely:

Vmn =
∫

d~r′
∫

d~rρT
m(~r
′)

1

|~r−~r′|
ρT

n (~r)+

+∑
k

~µ ind
k

(

α;ρT
m

)

∫

d~r
ρT

n (~r)(~rk−~r)

|~rk−~r|
3

(6)

where we have assumed that the interactions between the transi-
tion densities are dominated by coupling terms (this is indeed the
case for dipole-allowed excitations).

2.1 Rotational strength calculation

By definition the rotational strength of a CD electronic transition,
namely the k←0 transition, is given by

Rk = Im[〈0|µ̂|k〉 · 〈k|m̂|0〉] (7)

where µ̂ and m̂ are the electric and magnetic dipole operators re-
spectively. To account for the problem of the origin-dependence
of the magnetic dipole, we introduce the dipole-velocity formu-
lation and exploit the correspondence of the magnetic and elec-
tric operators. Since the NB transitions have a predominant elec-
tric character, the simplified formulation of Rk, in which only the
electric transition dipole moment operators appear, can be used,
namely:

Rk =
π

2λk

Nmol

∑
n,m=1

ntrans

∑
i, j=1

c
(k)
ni c

(k)
m j~rnm ·~µni×~µm j (8)

where~rnm is the distance vector between the chromophores i and j
and λk is the wavelength of the electronic transition k←0. The va-
lidity of this simplified formulation has been checked with respect
to the full one using both the electric and the magnetic transition
moments:28 the comparison is reported in Fig. S1 of ESI†.

The coefficients c
(k)
ni corresponds are the eigenvectors of the k-

th excitonic state, coming from the diagonalization of the matrix
in Eq. 2. This latter formula is the one we use in this work to
compute the rotational strength of each excitonic state. At least,
to obtain the CD spectra we apply a Gaussian broadening29 to the
excitonic rotational strength located at the corresponding energy
in the spectrum so that

CD(a.u.) =
1

22.97

N

∑
k=1

ωkRkg(ω,k) (9)

where ωk is the excitonic energy relative to the k←0 transition
and g(ω,k) the Gaussian distribution function, which we assume
it is sufficient to take into account the broadening effects which
occur during a real measurement.

2.2 Computational details

In the following analysis, all QM calculations will be performed at
DFT level of theory using the hybrid meta-GGA functional M06-
2X30 functional with a development version of the Gaussian soft-
ware.31 This functional in fact has shown to give accurate exci-
tations in organic molecules for both valence and charge transfer

states.32

The excitonic analysis and the simulation of the all the spectra
have been obtained by using the EXcitonic Analysis Tool (EXAT)
developed in our group.33

As first step of the study we performed QM calculations for
both the oligonucleotides on their NMR structures. Two differ-
ent models have been tested, namely the VAC model where each
chromophoric unit is assumed in gas-phase and an MMPol model
where the same unit is surrounded by a molecular environment
represented by the other units as fixed point charges and induced
dipoles.

All QM calculations are performed on nucleobase geometries
optimized for the isolated nucleobase at B3LYP/6-311G(d) level
in Cs symmetry. When a specific experimental conformation is
chosen, we replace the QM nucleobase projecting the optimized
structure on the original one minimizing the RMSD between their
corresponding atom position.

The atomic polarisabilites are taken from the work of Wang et
al.34 In the chosen polarisation model only the interaction from
the 1-4 neighbour atoms forward are taken into account as contri-
bution to the polarisation energy in a Thole smeared scheme35,36

applying a linear screening function to the included interaction
without any further scaling. A set of atomic charges, appropriate
and consistent with the polarisation model, is computed follow-
ing the Electrostatic Potential (ESP) method implemented in the
Gaussian suite of programs and subsequently treated with a set
of restrains by means of PolChat37.

The atom charges are fitted to reproduce the electrostatic po-
tential evaluated on a grid of points surrounding the molecule
and due to its electronic density computed at DFT level. In addic-
tion to the potential term due to the charge also the contribution
of the point-dipoles induced by the charges is included in the fit-
ting in order to take into account the polarisation effects,38 so
obtaining the Polarisable (P)-ESP by minimizing

J =
m

∑
i

[

V
QM
i −

n

∑
j

q j

|~ri j|
−

n

∑
j

~µ j~ri j

|~ri j|3

]2

+ Jc, (10)

where the i index runs over the m grid points while j runs over
the n MM sites, with |ri j| = |ri− r j| where ri is the position vec-
tor of the ith grid point. The additive term Jc which we have to
include in the minimizer of Eq. 10 arise from the need of par-
titioning the system in its chromophoric subunits. It takes into
account the constrains which we have to impose to the system in
order to retain physical essential properties for each subunit, like,
and principally, the conservation of the negative (−1) charge of
each nucleotide, due to the presence of the phosphate group, and
the electroneutrality of nucleobases in each of them, in order to
be consistent with the QM calculation which are performed on
free nucleobase optimized structure. The expression for the total
charge constrain is given by

Jc = λ

(

l

∑
k∈F

qk−qtot
F

)

(11)

with qtot
F the total charge of the fragment F , qk the atom charge
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Fig. 2 Comparison between M062X/6-311+G(d) CD spectra computed

on the 1-RNA structure, including up to 10 transitions of each

nucleobase (black curve), and only the first π−π∗ transitions (red

curve).

It is important to notice that the experimental values are mea-
sured in solution: therefore part of the discrepancy refers to sol-
vent effects which are not taken into account in our TDDFT cal-
culations. What comes out from Table 1 is that the differences be-
tween calculated and experimental energies strongly depend on
the specific nucleobase. In particular they are larger for the two
purines (Adenine and Guanine). However, the relative errors for
the different nucleobases are similarly reproduced by the two ba-
sis sets; similar behaviours are shown by the oscillator strengths.
This nucleobase-specificity of the error on the excitation ener-
gies can become extremely dangerous when an excitonic model is
used, as the “site energies” used to in the excitonic Hamiltonian
are not homogeneously shifted with respect to the experimental
values and thus they introduce uncontrollable errors in the result-
ing excitonic states. To avoid this problem we can try to employ
the experimental values as parametric site energies of the exci-
ton matrix. Along this line, two alternative strategies have been
tested: i) for each nucleobase we selected the transitions of inter-
est and we assigned to them the corresponding experimental site
energies (SS model); ii) a unique shift was applied to all the site
energies of a specific nucleobases according to the corresponding
mean error as reported in Table S6 of ESI† (ES model).

The two resulting CD spectra are reported in Fig. 3 for the
smaller basis while for the larger basis set only the strategy i)
is shown. All the calculated spectra are finally compared with
the experimental ones.45 Both the experimental and the calcu-
lated spectra have been normalized to the number of nucleobases
considered in the exciton calculations.

We notice considerable changes with respect to the spectra of
Fig. 2 showing the importance of the site energy accuracy. Look-
ing at the large basis set spectrum and comparing it with the
previous one and the experimental one, we clearly see that the
overall spectral features have been largely improved. An almost
negligible dependence of these features is instead found on the
basis set. In fact, the two spectra obtained with the two basis

Table 1 TDM062X and experimental excitation energy (E, eV) and

oscillator strength (f) for the π−π∗ lowest transitions of the four

nucleobases. Excited states are labeled with the nucleobase first letter

and the number in which the π−π∗ transition are ordered in the QM

calculation outputs.

Adenine

State Expa 6-31G(d) 6-311+G(d)
E E f E f

A(1) 4.63 5.67 0.056 5.56 0.017
A(2) 4.77 5.58 0.248 5.39 0.298
A(3) 6.00 6.89 0.431 6.63 0.276

Cytosine

State Expb 6-31G(d) 6-311+G(d)
E E f E f

C(1) 4.6 5.13 0.066 5.02 0.074
C(2) 5.4 6.14 0.152 5.96 0.142
C(3) 6.3 7.02 0.437 6.59 0.413

Guanine

State Expc 6-31G(d) 6-311+G(d)
E E f E f

G(1) 4.45 5.34 0.172 5.18 0.176
G(2) 4.95 5.88 0.316 5.63 0.342

Uracil

State Expd 6-31G(d) 6-311+G(d)
E E f E f

U(1) 4.80 5.66 0.1868 5.51 0.202
U(2) 6.10 6.81 0.0402 6.69 0.034
U(3) 6.90 7.20 0.1568 6.88 0.185
aValues refer to aqueous solution. 40

bValues refer to aqueous solution. 41

cAverages values from different experimental data are reported. 42

dValues refer to aqueous solution. 43,44

sets are almost superimposable with only some slight differences
in the relative intensities of the bands. This shows that the elec-
tronic couplings and transition dipoles are similarly described by
the two basis sets. Evident differences are instead found when the
small basis set spectrum is obtained applying the strategy ii) (ES
model) for the site energy shifting: the use of an equal shift for
all the transitions of each type of nucleobase significantly worsens
the agreement with experiments by loosing almost completely the
reproduction of the spectrum in low-energy region.

To confirm that these findings are not specific of the selected
NMR structure, we have repeated the calculations on other four
available structures, namely 2-RNA, 4-RNA, 8-RNA and 10-RNA.
In Fig. 4 we compare the five spectra with respect to the average
one.

All the spectra corresponding to different structures are almost
superimposed. The only visible difference is in the intensity of
the negative band around 250 nm. This is in agreement with the
small structural differences among the experimental structures
(the average RMSD of the four explored structures results 0.51
Å). For the largest RMSD structure, namely the 2-RNA, we also
observe a different intensity in the positive band at around 260
nm. The agreement between the experimental spectrum in Fig. 3
with the average spectra in Fig. 4 is good, in particular for that
concerns the relative bands intensities. Going into details, we
can compare the energy difference between the two most distant
peaks detectable in the experiment, namely the high energy neg-
ative peak at 225 nm and the lowest energy positive peak at 268

1–12 | 5
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Fig. 3 Comparison between experimental ECD spectrum of 2KOC and

calculated CD spectra with different basis sets. The label SS

corresponds to the assignment of specific experimental site energy to

each transition in each nucleobase; the label ES corresponds to the

application of an equal site energy shift for all the transitions of each

specific nucleobase. In all the simulated spectra a Gaussian broadening

with a standard deviation of σ 0.21 eV has been used for all the

excitonic lines.

nm with respect to the simulated spectra. Such energy difference
is ∼0.9 eV in the computed average spectrum in contrast to 1.1
eV of the experiment.

As the correct choice of site energies represents a key point to
obtain reliable results in the ECD spectra, we have further ana-
lyzed the effect of a different assignment of the first two π −π∗

transitions of adenine that are characterized by very different os-
cillator strengths. The energy order of these two transitions, com-
monly labelled as La (strong state) and Lb (weak state), is in fact
still an open question.40,46 In the spectra reported so far we used
the assignment given by CCSD(T) calculations47, namely the Lb

state corresponds to the first peak in the experimental absorption
spectrum (∼ 4.63 eV) and the La state to the second one (∼ 4.77
eV). However, we have also simulated the ECD spectra using the
SS model for site energies with the other possibility (see Fig. S3
ESI) but no significant differences have been found. This low sen-
sitivity of the present RNA system may be due to its nucleobases
composition in which only one adenine is present.

The approach illustrated so far also gives us the possibility to
understand the nature of the different bands in terms of the con-
tribution of the different units. To achieve such an analysis we can
look at the expansion coefficients of the excitonic wave function
(see Eq. 1) obtained as eigenvectors of the Hamiltonian matrix.
This analysis is summarized in Fig. 5 in which we report the ex-
citonic signals for absorption and CD spectra represented as bars
whose intensities corresponds to the square dipole moment and
to the rotational strength, respectively. For this analysis we have
used the 1-RNA structure, as representative of the average as just
shown.

The excitonic states form eight distinct groups. Each color in
Fig. 5 collects excitonic signals which are mainly determined by
a specific electronic transition reported in the legend. For exam-

 −5
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 15

 180  200  220  240  260  280  300  320

∆
ε

Wavelength (nm)

1−RNA
2−RNA
4−RNA
8−RNA

10−RNA
Average

Fig. 4 Comparison of calculated CD spectra using 5 different NMR

structures (thin coloured lines) and their average (black bold line). In all

the simulated spectra a Gaussian broadening with a standard deviation

of σ 0.21 eV has been used for all the excitonic lines.

ple, the group labeled with “G(2)” means that the corresponding
signals mostly come from the second excitation of the guanines,
following the notation used in Table 1.

The analysis of the different contributions indicates that the
positive band in the CD spectrum at ∼260 nm is mainly deter-
mined by the two positive bands from excitonic states composed
by the mixing of A(1)+C(1) (orange curve) and G(2) (green
curve) transitions. The negative band at ∼250 nm is instead
mainly due to excitonic states from the mixing of A(2)+U(1) tran-
sitions, whereas the negative band at ∼220 nm comes from the
mixing of C(2) states. Finally, the strong intense positive peak
at ∼200 nm is mainly determined by the mixing of C(3) states.
The degree of localization of each exciton has been evaluated
by computing the “exciton delocalization length”, Lk, defined in
Eq. 3. The obtained average Lk value of 2.1 (σ = 0.6) indicates
that most of excitons are delocalized over two nucleobases. The
minimum Lk value is 1.2 and it corresponds to an excitonic state
strongly localized on the U6 nucleobase (blue stick in Fig. 5).
The maximum Lk value of 3.6 corresponds instead to the exci-
tonic state delocalized over the three π-stacked guanines (G9,
G10, G12).

In general, the excitonic states are delocalized over the same
units being the site energies separation of the nucleobases’ tran-
sitions much larger than the electronic couplings. Within this
picture, excitons mainly involve stacked units instead of the WC
pairs and they therefore spread along the vertical axis of the
macrostructure. The matrix collecting all the coefficients and the
Lk values are reported in Table S7 of ESI†. It is important to add
that, since this analysis has been done using an excitonic Hamil-
tonian with experimental site energies on its diagonal, and the
experimental site energies are identical for equal nucleobases, the
Lk values are surely overestimated. Moreover our calculations do
not take into account any disorder effect which can play a role
in the localization of the excitons.12 However, we expect that the
main findings here obtained about delocalization and excitonic
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Fig. 5 Absorption (top) and CD (bottom) spectra of 1-RNA structure.

Black curves represent the total spectra. Colored curves represent the

contributions from specific groups of excitonic states identified by

different colors. Vertical bars correspond to square dipole moments and

rotational strengths.

contribution cannot largely change when adopting a more refined
model, in fact the CD spectrum could not be so well reproduced
if the excitonic picture was not only quantitatively but also quali-
tatively wrong.

To conclude the analysis on RNA, we analyze the role of the
description of the electronic couplings. To do that we compare
our approach based on the full transition densities with the point
dipole approximation. The comparison between the two spectra
obtained by keeping the same site energies and electric transition
dipole moments used in the previous analysis while using either
the PDA or the QM couplings are reported in Fig. 6.

As it can be seen from the comparison, the use of PDA changes
the relative intensities of the bands, in particular in the region
around 240 nm making the comparison with the experiments
worse. These differences are mainly due to an overestimation
of the inter-plane couplings in the PDA which changes the com-
position of the excitonic bands as shown in Fig. S4 of ESI†. This
analysis shows that an accurate description of the excitonic states
requires not only a correct estimate of the site energies but also of
the electronic couplings. While the former are directly available
from the experiments, the latter require some modellistic assump-
tion and here it appears evident that the dipolar approximation is
not accurate enough but a more complete estimation in terms of
the Coulomb interaction of the full transition densities is required.

 −6

 −4

 −2

  0

  2

  4

  6

  8

 10

 12

 180  200  220  240  260  280  300  320

∆
ε

Wavelength (nm)

QM
PDA

Fig. 6 Comparison between the CD spectra of 1-RNA structure

computed using the QM electronic coupling (red curve) and the PDA

model (blue curve).

3.2 DNA G-quadruplex

The same investigation presented before for β -hairpin is repeated
here for a DNA G-quadruplex. G-quadruplexes are of many types
but all of them are based on guanine tetrads. There are two
basic types of the guanine quadruplexes with parallel and anti-
parallel strand orientations, arising from different arrangements
of anti/syn glycosidic angles. It has been observed that CD spec-
troscopy is able to discriminate between quadruplex topologies.
In particular, the spectra of parallel quadruplexes have a domi-
nant positive band at 260 nm, whereas the spectra of anti-parallel
quadruplexes have a negative band at 260 nm and positive band
at 290 nm.3,48

The G-quadruplex under investigation is rather larger than the
previous RNA sequence (22 residues instead of 14) but there are
12 guanines organized in the so called quartets with an anti-
parallel arrangement, as shown in Fig. 7. Within each plane (de-
noted by A, B and C) four nucleobases form a network of eight
hydrogen bonds that hold them together in this characteristic pla-
nar configuration.

In addition to the guanine units, the overall structure also con-
tains thymine and adenine nucleobases which can be neglected in
the excitonic calculations because their contribution in the spec-
tral region of interest is not significant. For this reason, in the fol-
lowing analysis, we will consider the guanine nucleobase only, for
which we computed up to the 10th excited state at TDDFT level.
As in the RNA case, we checked the difference in CD spectra by
including all the computed transitions with respect to selecting
only the two bright π-π∗ ones (the results are collected in Fig. S5
of the ESI†). As expected, no significant differences have been
observed between the two spectra thus we can limit the excitonic
analysis to the π-π∗ excitations of guanines.

In the case of RNA we have shown that the dependence of the
accuracy of the calculated site energies on the specific transition
and the specific nucleobase represents a delicate aspect in the ap-
plication of the excitonic method. In the case of G-quadruplex,
however the situation is much easier: we are in fact dealing with
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Fig. 10 Simulated Absorption (a) and CD (b) spectra of the 1-GQ

structure. The black curve represents the total spectrum, whereas the

red and blue curves are obtained as the sum of the exctionic states from

the mixing of G(1) and G(2) excited states respectively. Square dipole

moments and rotational strengths are also shown as vertical bars. For

the absorption, the green curve corresponds to the computed guanine

monomer spectrum. All the spectra have been shifted of -0.91 eV.

exciton delocalization length is totally determined by the cou-
plings (the site energies are in fact degenerate within each of
the two subsets). The average value of Lk is 5.3 with a maxi-
mum value of Lk is 10.8 for the highest excitonic state. Moreover
the two sets of excitonic states present a similar delocalization
scheme. The entire coefficient matrix and the Lk values are re-
ported in Table S8 in the ESI†.

The network of interactions within each plane is almost the
same because of similar inter-guanine distances and relative ori-
entations. Each guanine strongly interacts with the two H-bonded
units (i.e. the G3-G9 and G3-G10 in Fig. 9) with an average cou-
pling of 131 cm−1 for G(1) transitions and 122 cm−1 for G(2)
transitions. The average coupling between the opposite pairs
within the planes (i.e. G3-G21) is much smaller for G(1) (25
cm−1), while it is of the same order of those between the “ad-
jacent” units for G(2) transitions (120 cm−1) . On the contrary,
the electronic couplings between guanines belonging to different
planes are sensitive to the supramolecular arrangement, in par-
ticular to the relative twist of the guanine tetrads planes. For ex-
ample, if we consider the coupling between the G(1) transition of
G3, located in the central plane B, with the corresponding bases
above (G2) and below (G4), the G3-G2 coupling is 181 cm−1, but
the G3-G4 couplings is 67 cm−1. In the first case the transition
dipole moments of the two basis are almost parallel, but in the
latter case they form an angle of about 45◦ leading to a weaker
Coulomb interaction.

As done before in the β -hairpin system, also here we have

tested the performance of the PDA model. Thanks to the higher
symmetry of the G-quadruplex we are able to investigate more
in details the effects of the intra- and inter-plane interactions. In
Fig. 11 we report the correlation between the PDA and QM cou-
plings for the the two transitions in different pairs.
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Fig. 11 Correlations between QM and PDA electronic couplings for the

G(1) and G(2) states of guanines. Intra- label indicates couplings

between guanines belonging to the same plane; Inter- label indicates

couplings between consecutive guanine belonging to different planes

(for example: G2, G3, G4).

From this graph it is evident that the intra-plane interactions
(red and blue points) are qualitatively well described at PDA level
even if for the G(1) transition a general overestimation is found
while the opposite applies to the G(2) transition. In the case of
inter-plane couplings instead the correlation is worse with PDA
giving a general overestimation. These findings are not unex-
pected as the coupling in π-stacked pairs cannot be accurately
described by a dipole-dipole approximation but they require at
least a multipolar description.

What is less expected is instead the large similarity of the re-
sulting CD spectra obtained with the QM or PDA models as re-
ported in Fig. 12. This shows that the overall CD shape is not so
sensitive to the details of the electronic couplings when we as-
sume an exact degeneracy among the units: this corresponds to
neglecting any disorder induced by the different local molecular
environment.

To try to quantify this effect we have repeated the excitonic
simulation taking into account the fact that each guanine units is
embedded in the electrostatic field of the others. To do that we
selected an NMR structure and applied a QM/MMPol approach in
which each QM unit interacts with all the other units represented
by atomic point charges and induced dipoles (see computational
details). In Fig. 13, the resulting spectrum is compared with the
one obtained for the isolated nucleobases and with the experi-
mental one.

The QM/MMPol description modifies the spectrum with respect
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Fig. 12 Comparison between CD spectra of 1-GQ structure computed

with QM (black curve) and PDA (red curve) cupling models. All the

spectra are shifted by -0.91 eV.
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Fig. 13 (Experimental CD spectrum of 143D compared with simulated

CD spectra of 1-GQ structure in vacuum and using the QM/MMPol

model.

to the VAC one; in particular the intensity of the positive band at
∼230 nm is almost one half of the corresponding one obtained
for the VAC spectrum; also the negative band at ∼260 nm is less
intense in the MMPol simulation. The same peaks are also shifted
towards lower energies in the MMPol simulation. The positive
large band at ∼290 nm is almost unaffected, except for a smaller
broadening in the QM/MMPol case. To have a more quantitative
evaluation of the differences, in Table 2 we report the position of
the three main bands of the CD spectrum, their relative energy
differences, the peak intensities and their ratio.

From Fig. 13 and Table 2, it is evident both calculated spectra
correctly reproduce the experimental shape. However, the MM-
Pol spectrum seems to behave better: the relative intensity of the
positive band around 250 nm which in the VAC spectrum is too
intense with respect to the other two bands, is here correctly pre-
dicted as seen from the ratios I/III. Also the reproduction of I/II
intensity ratio improves when the MMPol description is used. To

Table 2 λmax of the first three main bands of CD spectrum and their

relative energy difference (∆E) (left part); CD band intensities and their

absolute ratio (right part).

λmax (nm) CD peak ∆ε
I II III I II III

Exp 296 264 246 14 -19 11
MMPol 293 268 247 7 -20 10
VAC 294 261 239 9 -28 19

∆E (cm−1) ∆ε ratio
II-I III-I III-II I/II I/III II/III

Exp 4138 6949 2811 0.7 1.3 1.7
MMPol 3216 6374 3158 0.4 0.7 1.9
VAC 4414 7952 3538 0.3 0.5 1.5

investigate the origin of these differences we have dissected the
MMPol effects on of three main sets of parameters, namely site
energies, transition dipoles and couplings. This analysis is sum-
marized in Fig. 14 where we report the spectra obtained with
three “artificial” models in which each VAC set of parameters has
been changed into the MMPol analog while the other two sets are
kept unchanged.

−40
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 200  220  240  260  280  300  320  340

∆
ε

Wavelength (nm)

VAC
MMPol

Site
Dipole

Coupling

Fig. 14 Comparison of excitonic spectra obtained: dotted black) VAC,

black) MMPol, red) VAC with MMPol site energies, blue) VAC with

MMPol transition dipoles, green) VAC with MMPol couplings.

From the comparison we can conclude that:

• passing from VAC to the MMPol descriptions the transition
dipole moments change both in orientation and in magni-
tude. Following the convention illustrated in Table S4 of
ESI†, the variation of the angle between the transition dipole
and the molecular long axis (∆ϕ) is +25◦ and +14◦ for
G(1) and G(2) transitions, respectively. The corresponding
changes in the transition dipole lengths are ∆µ = −8% and
∆µ = +12%. Although these changes due to the local en-
vironment are significant, the net effect on the spectrum is
negligible.

• the electronic couplings are modified by passing from VAC
to MMPol because of the modification of transition densi-
ties and by the screening effect: as a result the intensities of

10 | 1–12

Page 10 of 12Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



bands I and II decrease, but the overall effect on the spec-
trum remains small.

• in the VAC model site energies are degenerate for each tran-
sition while in the MMPol model the environmental effects
induce site energy shifts that are unit dependent. This is re-
flected in a significant effect on the CD spectrum towards a
close agreement to the full QM/MMPol simulation.

This analysis clearly shows that in a symmetric system like G-
quadruplex lowering the degeneracy of site energies represents
the most significant perturbation of the spectrum while changes
in transition dipoles and also in electronic couplings have much
less effect. This behaviour is rather different with respect to what
observed for the β -hairpin where changes of the sole couplings
(as those due to the PDA description) induced changes in the
overall shape of the spectrum exactly as changes in the site en-
ergies. These results suggest that effects of possible disorder in
both site energies and couplings have to be carefully taken into
account for a correct simulation of the CD spectra of DNA struc-
tures.

4 Conclusion

Electronic CD spectroscopy is a fast, sensitive and selective probe
of the structure of nucleic acids and it has been used for decades
to discriminate between folds. Currently, solution structures of
these macromolecules must be obtained using rather sophisti-
cated NMR experiments, which are moreover limited by specific
requirement as to sample quantity, isotope labeling, solvent or
more in general medium. CD does not suffer from any of these
problems, but on the other hand (unlike NMR) it does not provide
measurements of interatomic distances or dihedrals and must to-
tally rely on comparison between spectra. A general and reli-
able tool to predict a CD spectrum from a 3D structure, based on
a full quantum chemical description is made difficult by several
problems: the quality of the excited state description; the correct
simulation of structural solvent effects; the overwhelming com-
putational effort, owing to the large number of atoms of even the
smallest systems of practical relevance.

We proposed a simple and fast approach based on a TDDFT es-
timation of the excitonic parameters. The idea is to limit at most
the complexity of the excited state calculations using only π−π∗

excitations and neglecting any internal geometrical deformation
for each nucleobase. Possible electrostatic and polarization effects
due the other nucleobases are instead taken into account in terms
of a polarizable embedding based on induced dipoles. For each
π −π∗ excitation of a given unit we calculate the couplings with
those of the other units by explicitly solving the Coulomb integrals
between the corresponding TDDFT transition densities. By so do-
ing we avoid the point dipole approximation, which becomes par-
ticularly critical, when the dimension of the chromophores is com-
parable to their spacing, as it naturally occurs in nucleic acids.

We showed that one must fine-tune the site energies of indi-
vidual chromophore using the experimental data for the selected
transitions of the nucleobases. On the contrary, for that concerns
transition dipoles and electronic couplings, in our model we do
not need to employ any external parameters and in principle the

model can be applied to any DFT functional or even beyond: ex-
tensions to more correlated methods such as EOM-CC or mul-
tireference approaches are possible if the method gives access to
transition densities. In any case, the computational cost remains
limited to QM/MM calculations on the single nucleobases.

We applied our method to two very different systems (a β -
hairpin and a G-quadruplex), whose solution structure is accu-
rately known and can be considered two benchmarks for its vali-
dation. We have shown that the different characteristics of com-
position and structure of the two systems can lead to quite im-
portant differences in the dependence of the accuracy of the sim-
ulation on the excitonic parameters. In a symmetric system like
G-quadruplex lowering the degeneracy of site energies represents
the most significant perturbation of the spectrum while changes
in transition dipoles and also in electronic couplings have much
less effect. In the β -hairpin instead changes of the couplings (as
those due to the PDA description) induces changes in the overall
shape of the spectrum exactly as changes in the site energies.

The two systems instead behave similarly for that concerns the
role of charge-transfer contributions to the excitations: in both
cases it seems that the main features of the CD spectra are cor-
rectly reproduced without these effects. However, their inclusion
is always possible by extending the definition of the minimal unit
to at least a dimer of nucleobases. This dimeric description has
been already presented and shown to accurately describe the CD
spectra of different DNA systems.49,50
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