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Journal Name

Global Optimization of Clusters of Rigid Molecules by
the Artificial Bee Colony Algorithm†

Jun Zhang∗a and Michael Dolg∗a

The global optimization of molecular clusters is an important topic encountered in many fields of
chemistry. In our previous work (Phys. Chem. Chem. Phys. 2015, 17, 24173), we successfully
applied the recently introduced artificial bee colony (ABC) algorithm to the global optimization of
atomic clusters and introduced the corresponding software “ABCluster”. In the present work, AB-
Cluster was extended to the optimization of clusters of rigid molecules. Here “rigid” means that all
internal degrees of freedom of the constituent molecules are frozen. The algorithm was bench-
marked by TIP4P water clusters (H2O)N (N ≤ 20), for which all global minima were successfully
located. It was further applied to various clusters of different chemical nature: 10 microhydration
clusters, 4 methanol microsolvation clusters, 4 nonpolar clusters and 2 ion-aromatic clusters. In
all the cases we obtained results consistent with previous experimental or theoretical works.

1 Introduction
Molecular clusters are aggregates containing several molecules.
They are gaining more and more attention among researchers due
to their chemical importance. For experimental studies, clusters
often exhibit an interesting size-dependence of their properties
when going from a couple of molecules to the bulk substance1.
Clusters can also reveal some local structural information of liq-
uids2. Many metal clusters exhibit special catalytic and optical
properties3. In theoretical studies, modelling solvation processes,
e.g. calculating the hydration energy, requires one to introduce
explicit water molecules in the inner hydration spheres as well as
an implicit solvation model to guarantee a sufficient accuracy4,
i.e. such studies involve the treatment of a solute-solvent clus-
ter5,6.

For theoretical studies of a molecular cluster, the first step is
often to find the global minimum (GM) on its potential energy
surface (PES), since this corresponds usually to its most stable
structure at low temperature. However, for larger systems this is
a difficult task. One can identify a local minimum (LM) on the
PES by the zero gradient condition, but a robust condition for
identifying a GM does not exist. Therefore, a deterministic search
of the GM is usually impossible, and for such global optimization
problems, nondeterministic algorithms are more popular. These
algorithms can find the true GM beyond a significant probabil-
ity after a sufficient number of iterations. For cluster optimiza-

a Theoretical Chemistry, University of Cologne, Greinstr. 4, 50939 Cologne, Germany.
Fax: ++49 (0)221 470 6896; Tel: ++49 (0)221 470 6893; E-mail: zhangjun-
qcc@gmail.com, m.dolg@uni-koeln.de.
† Electronic Supplementary Information (ESI) available: The force field parameters
of the molecules considered in this work. See DOI: 10.1039/b000000x/

tion, there are two kinds of algorithms: the biased and unbiased
ones. The former class is designed for specific clusters, since it
uses the known information of the GMs of small clusters as much
as possible to search those of the larger ones. The latter class
can be applied for general clusters, and makes no assumptions
how their GMs should look like. The biased algorithms are of-
ten more efficient for specific clusters than the unbiased ones,
e.g. basin-hopping7,8, an unbiased algorithm, can find reliable
GMs for (H2O)N when N ≤ 219, but a biased algorithm designed
specifically for water clusters can work well up to N = 3010. Obvi-
ously the biased algorithms are not robust and transferable. The
unbiased algorithms can be classified as individual-based (start-
ing the global optimization from a single cluster, e.g. simulated
annealing11, Monte Carlo minimization12 and basin hopping7,8)
and population-based (starting the global optimization from a set
of clusters, e.g. differential evolution13 and particle swarm opti-
mization14) ones. For a comprehensive discussion of these meth-
ods please refer to related reviews15–17.

In our previous work18, we introduce a recently proposed
population-based algorithm, i.e. the “artificial bee colony” (ABC)
algorithm to the field of global optimization of clusters. The
ABC algorithm requires only three parameters, thus it is very
easy to learn and apply by non-experts in global optimization.
It has been wrapped in a black-box way in the software AB-
Cluster (ABC for clusters). We have proved that ABCluster is
very efficient in searching the GMs for ionic and metal atomic
clusters. In this work, we extend the ability of ABCluster
to clusters formed by rigid molecules and show its excellent
performance for these cases. For similar results as well as
references for other optimization schemes and applications for
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atomic clusters, the reader is refered to Ref. 18. Now, ABCluster
is available on our group site (http://www.uni-koeln.de/math-
nat-fak/tcchem/mitarbeiter/zhang/zhang/software-abcluster-
introduction.html).

2 Theory

2.1 The Potential Energy Function

Searching the GM of a molecular cluster is mathematically an un-
constrained global optimization problem. The variables to be op-
timized are the atomic coordinates X ≡ {x1,y1,z1, · · · ,xM ,yM ,zM}
where M is the number of atoms in the cluster, and the objective
function is the potential energy function U (X) which can be an
empirical or first-principle one. In this work, we only consider
clusters of rigid molecules, where “rigid” means that all internal
degrees of freedom (DOFs) of a molecule (bond lengths, bond
angles and dihedral angles) are kept unchanged during the op-
timization. This approximation is not suitable for all cases, e.g.
it is not suitable for molecules with soft DOFs like those with
long, rotatable side chains. However it works quite well for most
small and medium-sized molecules and can significantly reduce
the number of DOFs of the cluster (i.e. the dimension of the
global optimization problem). Within this approximation, each
molecule can be described by a six-component external DOF q.
In ABCluster we use the following q: the coordinates of its geo-
metrical center R≡ {X ,Y,Z} and three Euler angles Ω≡ {α,β ,γ}
relative to its pre-defined body-fixed coordinate system (see Fig-
ure 1). Other choices of coordinates like angle-axis representa-
tion19 are possible but their performance in the global optimiza-
tion shows no significant difference20. Thus, for a cluster con-
taining N rigid molecules, the total number of DOFs is 6N, i.e.

Q≡ {q1, · · · ,qN} ≡ {R1,Ω1, · · · ,RN ,ΩN}

≡ {X1,Y1,Z1,α1,β1,γ1, · · · ,XN ,YN ,ZN ,αN ,βN ,γN}
(1)

As the molecules are rigid, U (X) is a function of Q. The elim-
ination of the translation and rotation DOFs reduces Q to 6N−6
coordinates. In principle, an “exact” solution to this global opti-
mization problem requires an ergodic sampling over the Q space.
This is impossible for large clusters. The sampling difficulty has
been discussed for atomic clusters in our previous work18 where
we pointed out that the number of LMs of a cluster of size N in-
creases exponentially15,21 leading to a rugged PES. For molecular
clusters the difficulty manifests itself in an additional aspect. A
molecule can have several directional interaction sites, e.g. H2O
has four (two H atoms and two lone electron pairs on O), CH3OH
has three (one H atom and two lone electron pairs on O), and
C6H6 has two (the π electron system on each side of the molec-
ular plane). For large N, the number of the possible interaction
network topologies in a cluster can be extremely large and de-
pends strongly on the nature of its components. Thus, a con-
vergent global optimization may require a very long computation
time. For biased algorithms, one could use some graph theory ap-
proaches to accelerate the optimization for specific clusters (e.g.
Ref. 10). Since the algorithm in ABCluster is an unbiased one and
is designed for general rigid molecular clusters, we do not apply

these approaches. To alleviate the ruggedness of the PES, we use
a smoothed PES function Ũ rather than the original one18:

Ũ (Q) = min : {U (Q)} (2)

where “min” stands for performing a local minimization of U
starting from Q. The advantage of Ũ over U is that the former
one removes the energetic barriers along the downhill movement
towards a funnel, leading to a more efficient optimization18,22. It
has been used in the pioneering work of the global optimization
of proteins23. However, (2) cannot remove the barriers between
the funnels. These barriers make sampling clusters of quite dif-
ferent interaction network topologies require a long time, being
the bottleneck of the global optimization problem.

The potential energy function U is essential in the description
of a molecular cluster. In this work we only consider the two-body
empirical potential function of the following form:

U (Q) =
N

∑
I=1

N

∑
I<J

∑
iI∈I

∑
jJ∈J

[
e2

4πε0

qiI q jJ
riI jJ

+ 4εiI jJ

((
σiI jJ
riI jJ

)12
−
(

σiI jJ
riI jJ

)6
)] (3)

Here I and J are the indices of the molecules, iI and jJ are the
indices of the atoms in molecule I and J, respectively. riI jJ is the
distance between atom iI and jJ . Obviously (3) only considers
the intermolecular Coulomb and Lennard-Jones interactions. Al-
though this form is simple, it is used in many modern force fields
like CHARMM24, OPLS25 and AMBER26 and has been tested in
numerous studies, confirming its reliability. Using a more sophis-
ticated U is more expensive. Also, since the GM is very sensitive
to the form and parameters of U (e.g. the GM of (H2O)6 with
the TIP4P and TIP5P force field is the cage and ring isomer, re-
spectively9,20), using different forms of potentials will cause con-
fusion. Therefore, we decide to use only the simplest form (3)
in this work. In practice one can first obtain a set of LMs with
(3) and then study them further with, e.g., quantum chemical
methods.

For the technical details of computing (2) and (3) by using the
external DOFs q please refer to the Appendix.

2.2 The Artificial Bee Colony Algorithm

The artificial bee colony (ABC) algorithm was proposed in 2005
by Karaboga27. It is a swarm intelligence based algorithm, mod-
elling the foraging behavior of honey bee colonies. The bees want
to find the best nectar as food source and have developed an ef-
ficient methodology to accomplish this mission. In terms of the
global optimization problem, a rigid molecular cluster with exter-
nal DOFs Q is a nectar, its energy U (Q) is the quality of the nectar.
A lower energy implies a higher quality or a good solution. The
ABC algorithm simulates bees’ methodology by introducing three
kinds of bees: employed, onlooker and scout bees. In each search
cycle, first employed bees perform a coarse exploration of the
Q space, obtaining some trial solutions; then onlooker bees do
the search in the neighborhood of some “good” solutions; finally
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Fig. 1 The external DOFs q of a rigid molecule used in ABCluster. A molecule will first be rotated by α, β and γ as shown in the Figure and then
translated by {X ,Y,Z} to its final position in a cluster. For explicit expressions please refer to the Appendix.

scout bees examine the obtained solutions and discard the ones
that had little contribution to the improvement of the solutions
during the past several cycles and replace them by new random
ones. The search cycles until some stopping criteria are satisfied,
and the best solution obtained so far is assumed to correspond to
the GM. The mechanism and performance of the ABC algorithms
have been discussed in several papers28–30. Especially, its specific
implementation in ABCluster has been discussed in details in our
previous work18. For the global optimization of rigid molecular
clusters, the ABC algorithm is very similar to the one for atomic
clusters18. Therefore we will only briefly describe it here.

In the ABC algorithm, three parameters are needed: the size
of the population of trial solutions SN, the scout limit glimit and
the maximum cycle number gmax. The cluster is described by its
external DOFs Q, size N, an estimated length L, and the potential
parameters. The global optimization then begins:

1. Initialize the population: Q1
1, · · · , Q1

SN . One can use random
initial guesses, i.e. each component of R and Ω are randomly
taken from the range [0,L] and [0,2π), respectively. Next
all the clusters are locally optimized by the limited-memory-
Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm31.
The LM (or GM) property of the obtained structures is here
tacitly assumed.

2. Modelling employed bees: In cycle g, for each Qg
i (i =

1, · · · ,SN), a new trial solution Vi is generated by the
trigonometric mutation operator32:

Vi =
1
3

(
Qg

k1
+Qg

k2
+Qg

k3

)
+(p2− p1)

(
Qg

k1
−Qg

k2

)
+(p3− p2)

(
Qg

k2
−Qg

k3

)
+(p1− p3)

(
Qg

k3
−Qg

k1

) (4)

where k1, k2 and k3 are random integers in {1, · · · ,SN} and
k1 6= k2 6= k3 6= i, and

pkm =

∣∣Ũ (Qkm

)∣∣∣∣Ũ (Qk1

)∣∣+ ∣∣Ũ (Qk2

)∣∣+ ∣∣Ũ (Qk3

)∣∣ (m = 1,2,3) (5)

Ũ is the smoothed potential energy function (2). This solu-
tion is updated with a greedy selection scheme (6):

Qg+1
i =

{
Vi if Ũ (Vi)< Ũ

(
Qg

i
)

Qg
i otherwise

(6)

3. Modelling onlooker bees: For SN times, a “good” solution Qg
k

is selected by the tournament scheme16 and a new trial so-
lution Vk is generated by the “ABC/current/2+ABC/best/2”
strategy (7):

Vk =

 Qg
k +F

(
Qg

k1
+Qg

k2
−Qg

k3
−Qg

k4

)
if η < 0.5

Qg
best +F

(
Qg

k1
+Qg

k2
−Qg

k3
−Qg

k4

)
otherwise

(7)
where k1, k2, k3 and k4 are random integers in {1, · · · ,SN}
and k1 6= k2 6= k3 6= k4 6= k. F and η are random numbers in
[0,1). Qg

k is again updated with the greedy selection scheme
(6).

4. Modelling scout bees: Now each Qg
i (i = 1, · · · ,SN) is exam-

ined. A Qg
i which does not change in the last glimit cycles

will be replaced by a random trial solution Qg+1
i regardless

of whether it is better than Qg
i or not.

5. If g≥ gmax, the algorithm is finished, otherwise go to step 2.

Journal Name, [year], [vol.], 1–9 | 3

Page 3 of 9 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



3 Applications

In the section, we examine the performance of the ABC algorithm
in the global optimization of rigid molecular clusters. All the po-
tential parameters in (3) were taken from the CHARMM36 force
field33 and the details can be found in the Supplementary Infor-
mation. All optimizations were performed by ABCluster18. The
graphs of the clusters were rendered by CYLView34.

3.1 Water Clusters as Benchmark

Water clusters are of fundamental importance in chemistry35 and
thus their GMs have attracted much attention from the scientific
community. Water molecules can form complex hydrogen bond
networks. For (H2O)N in ice-Ih structure, Pauling pointed out that
the number of possible networks scales as (3/2)N 36. This is a big
challenge for a global optimization. The global minima of small
water clusters are well documented in the literature (see Ref. 10,
37 and references therein). Therefore we take this system as a
first benchmark of our algorithm. Here the water molecule is
described by the TIP4P model38. The algorithm parameters and
optimization results are given in Table 1. Some GMs are shown
in Figure 2.

Table 1 confirms that ABCluster successfully located the GMs
for all (H2O)N (N = 5 – 20) clusters. The number of steps re-
quired for convergence increases rapidly for N ≥ 10, reflecting
the exponential scaling of the number of their LMs. It is observed
that this quantity increases as exp(0.60N). Interestingly, Takeuchi
found a similar dependency of the number of local optimiza-
tions performed during a search for the GM of (H2O)N clusters
using another method, i.e. exp(0.63N)10. Therefore, a reliable
search for the GMs of (H2O)21 would already require more than
105 steps. The optimization becomes more difficult for unbiased
methods like basin hopping20 and even for biased algorithms10.
Nevertheless, this benchmark confirms the reliability of our algo-
rithm. In principle, any GM can be found with sufficiently large
gmax. In the remainder we will apply the ABC algorithm to more
complex systems.

Table 1 Benchmark for the water clusters (Energy unit: kJ mol−1)a, b

ABC algorithm parameters: SN = 60, glimit = 4, gmax = 30000
Initial guess: random
(H2O)N Stepc Energy (H2O)N Stepc Energy
5 1 −152.1371 13 304 −533.0679
6 1 −197.8168 14 437 −583.0969
7 1 −243.6168 15 1485 −628.4856
8 1 −305.5747 16 783 −681.3157
9 6 −344.4982 17 1940 −723.9389
10 16 −391.0943 18 2221 −773.3718
11 169 −431.5672 19 4285 −821.1843
12 28 −492.9979 20 28054 −873.1465

a The reference GM energies (N = 5 – 20) are from Ref. 9. Note that our
energy is slightly larger in magnitude than theirs (e.g. for (H2O)10
−391.0943 vs −391.0227). This is probably due to the slightly different
accuracy of “ e2

4πε0
” in (3). thus they are in fact identical (For this we use

e2

4πε0
= 1389.506 Å kJ mol−1).

c “Step” is the step at which the final energy is obtained.

Fig. 2 Some GMs of water clusters obtained by ABCluster.

3.2 Microhydration Clusters
Next we want to examine the performance of ABCluster for some
microhydration clusters, i.e. X(H2O)N . We chose N = 20 in
most cases in order to model the behavior of solute X in a suf-
ficient amount of water to form at least a complete first hydration
sphere. Each of the systems discussed in the following could be
part of an independent project but here they are merely used as
examples to prove the accuracy and robustness of our method-
ology. The optimization results are given in Table 2 and Figure
3.

First we consider the three alkali cations Na+, K+ and Cs+. The
subtle difference in hydration properties of Na+ and K+ makes
them play important but completely different roles in biological
processes. An essential factor is their charge density. The water
molecules interact stronger and thus tend to be closer to X with
higher charge density such as Na+. This leads to an increased
repulsion between the directly coordinating water molecules and
to a preference of a smaller water coordination number (CN).
Our optimization results (see Figure 3) confirmed this: in the GM
of Na+(H2O)20, Na+ takes an off-center position with CN = 6,
while in the GM of K+(H2O)20 and Cs+(H2O)20 the cations are
found in the center and exhibit larger CNs, being of clathrate-
like structure. These observations are in agreement with previous
studies on Li+ to Cs+ and Ca2+ 39–41.

As an example for a molecular cation we considered guani-
dinium (Gmd+), which is characterized as “most weakly” hy-
drated since no recognizable hydration shell is observed by
neutron diffraction42! Figure 3 reveals that in the GM of
Gmd+(H2O)20, the cation is pushed to the periphery of the clus-
ter formed by the water molecules. The unfavorable interaction
of Gmd+ with water is compatible with the experimental obser-
vations mentioned above. This phenomenon is critical to under-
standing the fact that Gmd+ is a strong protein denaturant42.

Next we look at the two anions Cl– and SO2–
4 . Figure 3 sug-

gests that both anions locate in the center of their GMs. Since
an anion can accept more O−H bonds than a water molecule, its
microhydration cluster contains much less dangling O−H bonds
than that of a cation. Indeed, the GM of Cl–(H2O)20 has only two
and the GM of SO2–

4 (H2O)20 even has none! In the infrared pho-
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todissociation (IRPD) spectroscopy of small SO2–
4 (H2O)N clusters

(N ≤ 43), no bands corresponding to dangling O−H bonds were
observed2. This supports the result of our as well as of a recent
work43.

Further we examined two cation-anion microhydration clus-
ters, i.e. K+Cl–(H2O)20 and Mg2+SO2–

4 (H2O)20. Since cations
and anions lock different DOFs of a water molecule, their effects
on surrounding water can be strongly interdependent and nonad-
ditive, reaching sometimes even beyond the first hydration shells
of the ions44. In Figure 3, their GMs are both a water cage con-
taining an ion pair. With more water molecules the ion pair may
separate to lower the cluster energy, since small cages can lead
denser water hydrogen bond networks to compensate the energy
loss of the ion pair separation.

Finally we consider the microhydration clusters of nonpolar
molecules such as CH4(H2O)20 and coronene-(H2O)10, where the
latter might be considered as a model for graphite-(H2O)10. We
observe in Figure 3 that their GMs look like CH4 or coronene are
loosely binding a relaxed GM of (H2O)N . For C60(H2O)N similar
phenomena were observed45. However, when the water cluster
has very low-lying LMs, the nonpolar molecule may change their
energy order, e.g. in the GM of C60(H2O)6 and coronene-(H2O)6,
the (H2O)6 part is of book rather than of cage conformation as it
is in the unbound state45,46 (see Figure 2). We note here in pass-
ing that the clathrate-like conformation (i.e. CH4 in the center
of a dodecahedral (H2O)20 cage) is not the GM of CH4(H2O)20,
even when pressure is taken into account47.

Table 2 The global optimization of some microhydration clusters
(Energy unit: kJ mol−1)

ABC algorithm parameters: SN = 60, glimit = 4, gmax = 35000
Initial guess: random
System Stepa Energy
Na+(H2O)20 2627 −1167.6197
K+(H2O)20 1349 −1099.8384
Cs+(H2O)20 103 −1050.8635
Gmd+(H2O)20 2201 −1016.3934
Cl–(H2O)20 3011 −1143.7146
SO2–

4 (H2O)20 2798 −1659.7028
K+Cl–(H2O)20 14617 −1585.2550
Mg2+SO2–

4 (H2O)20 45 −3937.4321
CH4(H2O)20 30921 −879.6630
Coronene-(H2O)10 18 −430.6415

a “Step” is the step at which the final energy is obtained.

3.3 Methanol Microsolvation Clusters

Organic solvents are extremely important for chemical reactions.
They can change the reaction mechanism48 or even the spin state
of the solute49. Here we will focus on methanol, which is a
unique solvent since it contains both a hydrophilic (OH) and hy-
drophobic CH3 group. The opposite character of these two pos-
sible interactions of methanol with solutes causes the solvation
properties to be somewhat different from those of water. We
searched the GMs of some methanol microsolvation systems, the
results of which shown in Table 3 and Figure 4.

For (CH3OH)13, the GM is a chain linked by hydrogen bonds,
which is folded to a helix by the methyl packing (quasi-one-

dimensional structure denoted by “q1D”). Indeed, many exper-
imental50,51 and theoretical52 studies implied that unlike water,
which tends to form a complex hydrogen bond network, a large
number of methanol molecules prefer quasi-one-dimensional
structures. However, for this species, the B3LYP-DCP method pre-
dicted that the GM is a six-membered and a seven-membered ring
in a face-to-face pose (denoted by “6+7”)? . This structure is
also detected by ABCluster, however, only as a LM lying 2.3 kJ
mol−1 above the GM. We extracted the structure of “q1D” and
“6+7” and optimized them at B3LYP-D3/def2-tzvp level53–55 us-
ing ORCA56. It turned out that “6+7” is more stable than “q1D”
by 7.5 kJ mol−1. Thus this inconsistency is attributed to a defect
of the force field parametrization of methanol. In fact, CHARMM
as well as some other force fields are known to tend to overesti-
mate the stability of helix structures57.

In the GM of Na+(CH3OH)12, Na+ still shows a CN of 6 as in
water, the remaining methanol molecules forming a ring. This is
also observed for Li+(CH3OH)N

58. For Cl–(CH3OH)12, Cl– also
shows a CN of 6 and it is “interior” solvated, in agreement with
the fact59 that the vibrational spectrum of Cl–(CH3OH)12 exhibits
a broad peak between 3500 to 3100 cm−1. For C6H6(CH3OH)12,
the GM is a “surface” solvated structure: the benzene molecule
is weakly bound by two methyl groups of the (CH3OH)12 cluster.
Similar structures were observed by quantum chemical methods
for C6H6(CH3OH)N ( N ≤ 6)60.

Table 3 The global optimization of some methanol microsolvation
clusters (Energy unit: kJ mol−1)

ABC algorithm parameters: SN = 60, glimit = 4, gmax = 5000
Initial guess: random
System Stepa Energy
(CH3OH)13 1012 (GM, “q1D”) −464.1312
(CH3OH)13 LM, “6+7” −461.8823
Na+(CH3OH)12 36 −795.9935
Cl–(CH3OH)12 1750 −603.9984
C6H6(CH3OH)12 460 −449.0779

a “Step” is the step at which the final energy is obtained.

3.4 Nonpolar Molecular Clusters

We also consider four nonpolar molecular clusters: (CO2)13,
(CH4)13, (C6H6)13 and (C6H12)13. All these clusters are bound
by weak dispersion interactions, thus their PES are very flat. Their
GMs are of S6, C3, C3 and C1 symmetry, respectively, having nut-
shell structures (“1+12”, see Table 4 and Figure 5). Our results
for (CO2)13 and (C6H6)13 are very similar to those of previous
studies61,62. The orientation of these molecules in large clusters
shows a strong correlation with the one in bulk substance61.

As an illustration, we also “solvated” a sodium and a chloride
ion in 12 benzene molecules, respectively. The GMs (see Table 4
and Figure 6) imply that Na+ can form a special solvation shell in
a similar way as it does in water. In contrast, the Cl– is pushed out
of the cluster of benzene molecules. This is explained by the fact
that the anion repulses the π electron cloud of benzene. Thus our
algorithm can be used in the study of cation- and anion-aromatic
interactions, especially the latter which is currently much less de-
veloped.
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Fig. 3 The GMs of the microhydration clusters considered in this work.

Fig. 4 The GMs of the methanol microsolvation clusters considered in this work.

Fig. 5 The GMs of the nonpolar molecular clusters considered in this work.
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Table 4 The global optimization of some nonpolar molecular clusters
(Energy unit: kJ mol−1)

ABC algorithm parameters: SN = 60, glimit = 4, gmax = 5000
Initial guess: random
System Stepa Energy
(CO2)13 1 −160.9737
(CH4)13 1 −66.1720
(C6H6)13 23 −312.0627
(C6H12)13 43 −358.7142
Na+(C6H12)12 32 −452.9565
Cl–(C6H6)12 31 −314.4801

a “Step” is the step at which the final energy is obtained.

Fig. 6 The GMs of Na+(C6H12)12 and Cl–(C6H12)12.

4 Conclusion
In this work, we have successfully extended the artificial bee
colony algorithm from the global optimization of atomic clusters
to the one of clusters formed by rigid molecules. Of course, some
sophisticated force fields U like AMOEBA63 or even semiempir-
ical quantum chemical methods can be combined with ABClus-
ter for a finer search. When this is too time-consuming, a bet-
ter strategy is to use ABCluster and a simple U to get a set of
LMs and then use higher-level methods to compute their energies
and other properties to select one or more most useful clusters.
Through the illustrative applications described above, and due to
the black-box nature and efficiency of ABCluster, we believe that
it will be a useful tool in the study of inorganic, organic and bi-
ological molecular clusters, microsolvation of ions and molecules
in polar or nonpolar solvents, and other systems where the molec-
ular internal DOFs are not important. At the present stage there
are two possible directions of improvement. One is to introduce
ideas from biased optimization algorithms to increase the search
efficiency especially for large clusters. Another one is to modify
the current implementation to enable also the treatment of the
internal DOFs of the molecular constituents, i.e. ABCluster could
be applied to, e.g., polymer and large biomolecular clusters. The
latest version of ABCluster can be obtained from our group site
and will be in continuous development.

5 Appendix

5.1 Explicit Expressions of the Coordinates

In ABCluster, each rigid molecule has a set of atomic coordinates
in a pre-defined body-fixed coordinate system. Their final po-
sitions in a cluster are defined in a space-fixed coordinate sys-
tem. For an atom, the two sets of coordinates

{
xbody,ybody,zbody

}
and

{
xspace,yspace,zspace

}
are related by the external DOFs q ≡

{X ,Y,Z,α,β ,γ} as xspace

yspace

zspace

= Rz (γ)Ry (β )Rz (α)

 xbody

ybody

zbody

+

 X
Y
Z

 (8)

where

Rz (θ)≡

 cosθ sinθ 0
−sinθ cosθ 0

0 0 1

 (9)

Ry (θ)≡

 cosθ 0 sinθ

0 1 0
−sinθ 0 cosθ

 (10)

This is shown in Figure 1.

5.2 The Computation of the Potential Energy Function

To compute the potential energy (3), one can first translate the
coordinates from the body-fixed coordinate system to the space-
fixed one through (8), then the computation becomes straight-
forward. The parameters σ and ε are obtained by the Lorentz–
Berthelot rules:

σi j =
σii +σ j j

2
(11)

εi j =
√

εiiε j j (12)

To perform a local minimization (2), one needs to compute
its derivative with respect to q’s. Realizing that riI jJ in (3) is a
function of the external DOFs qI and qJ , one can use the chain
rule, e.g.

∂U
∂αI

=
N

∑
J=1,J 6=I

∑
iI∈I

∑
jJ∈J

∂u
∂ riI jJ

(
∂ riI jJ
∂xiI

∂xiI
∂αI

+
∂ riI jJ
∂yiI

∂yiI
∂αI

+
∂ riI jJ
∂ ziI

∂ ziI
∂αI

)
(13)

where

u
(
riI jJ

)
=

e2

4πε0

qiI q jJ
riI jJ

+4εiI jJ

((
σiI jJ
riI jJ

)12
−
(

σiI jJ
riI jJ

)6
)

(14)

For X , Y , Z, β and γ the expressions are similar.
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