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We study the magnetocaloric effect and critical behavior of a periodic Anderson-like organic 

polymer using Green’s function theory, in which the localized f orbitals hybridize with the 

conduction orbitals at even sites. The field-induced metal-insulator transitions with the magnetic 

Grüneisen parameter showing |Гh|～T
-1 

power-law critical behaviour are revealed, which provides 

a new thermodynamic means for probing quantum phase transitions. It is found that the 

competition of up-spin and down-spin hole excitations is responsible for the double peak structure 

of magnetic entropy change (-∆S) for the dominant Kondo coupling case, implying a double 

magnetic cooling process via demagnetization, which follows a power law dependence of 

magnetic field h: -∆S～h
n
. The local exponent n tends to 1 and 2 below and above TC, while has a 

minimum 0.648 at TC, which is in accordance with the experimental observation on perovskite 

manganites Pr0.55Sr0.45MnO3 and Nd0.55Sr0.45MnO3 (J. Y. Fan et al., Appl. Phys. Lett., 2011, 98, 

072508; Europhys. Lett., 2015, 112, 17005) corresponding to the conventional ferromagnets 

within the mean field theory -∆S～h
2/3

. At TC, the -∆S～h curves with convex curvature superpose 

each other for small V values, which are separated by the large V case, distinguishing the RKKY 

interaction and Kondo coupling explicitly. Furthermore, the critical scaling law 

n(TC)=1+(β-1)/(β+γ)=1+1/δ(1-1/β) is related to the critical exponents (β, γ, and δ) extracted from 

the Arrott-Noakes equation of state and Kouvel-Fisher method, which fulfill the Widom scaling 

relation δ=1+γβ
-1

, indicating self-consistency and reliability of the obtained results. In addition, 
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 2

based on the scaling hypothesis through checking the scaling analysis of magnetization, the M-T-h 

curves collapse onto two independent universal branches below and above TC.  

1. Introduction 

Recently magnetocaloric effect (MCE) has been intensively studied in a great number of magnetic 

materials due to their potential application in magnetic refrigeration,
1-11

 which was proposed as an 

environmentally friendly and energy-efficient cooling technique. In a magnetic cooling cycle, the 

magnetic material is a crucial part of system design, because heat is pumped in and out through 

the material and cooling performance is dependent on its ability to generate and reverse heat. One 

important issue related to magnetic refrigeration is to understanding how the MCE evolves with 

the magnetic field and temperature, which is helpful for the deeper understanding of magnetic 

phase transitions.
12,13

 Usually, the MCE was used as a powerful tool for investigation of magnetic 

phase transitions accompanying spin structure transformations. Especially, a class of magnetic 

materials is governed by pronounced quantum many-body effects, in which the MCE has been 

used to study the quantum criticality arising from quantum fluctuations. A map of the entropy 

landscape can identify various quantum phases.
14

 Moreover, the magnetic Grüneisen parameter Гh, 

related to the cooling rate, displays sign change close to the quantum critical point (QCP) 

signaling an accumulation of entropy, which was regarded as an important tool to identify and 

classify a QCP by its divergence near a field-induced quantum phase transition (QPT), giving a 

very direct way to extract the critical exponents of QCP.
13,15

 Meanwhile, the underlying QPT 

manifests itself at finite temperatures in an unusual sensitivity of thermodynamics under different 

fields. Additionally, the MCE is an intrinsic property for all magnetic materials wherein the 

entropy changes with magnetic field. Accordingly, the isothermal entropy change (-∆S) plays a 
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 3

crucial role in the performance of magnetic cooling. In contrast to inorganic magnets, organic 

magnets are drawing attention in light of their lightness, flexibility and unbreakable.
6-11,16,17

 To 

pursue large -∆S, recently, many explorations focused on constructing various clusters or 

coordination polymers through selecting suitable metal ions and ligands. Some compounds were 

obtained such as [{Gd(OAc)3(H2O)2}2]•4H2O, Gd(OH)CO3, [Na2Mn3(SO4)3(µ3-OH)2(µ2-OH2)2]n 

and so on.
8-10 

It is worth noting that in the triangular [Mn3] cluster-based ferrimagnet,
10

 the 

competition of the ferromagnetic and antiferromagnetic interactions plays a crucial role on 

enhancing MCE, which obeys the Lieb-Mattis theory.
18

 

  In addition, it has been shown that the field dependence of magnetocaloric parameters was 

associated with the intricate nature of magnetic phase transition and parametrized by critical 

exponents governing the transitions.
19-23

 The analysis of the critical behavior can also provide 

significant information about the thermodynamic observations near the transition temperature TC. 

For a continuous ferromagnetic transition, the critical behavior near TC is characterized by a set of 

critical exponents β, γ, and δ.
19,20,22,23

 The Arrott plot is the most straightforward approach in the 

form of M
2
 versua h/M with parallel lines signaling the mean-field values β=0.5 and γ=1.0. To 

further refine the critical exponents, the isotherms are extrapolated to the M
2
=0 and h/M=0 axes to 

obtain the spontaneous magnetization Ms(T) and χ0(T), respectively, a power law fitting to which 

will yield the values of β and γ.
24

 By using the critical exponents as a starting point, we can obtain 

a modified Arrott plot M
1/β

 versus (h/M)
1/γ

 with iteration procedures to restore parallel straight 

isotherm lines and get correct critical exponents, until β and γ converge.  

Based on the Lieb-Mattis theory, Ovchinnikov
25

 firstly proposed a synthesis of alternate 

hydrocarbon with high-spin ground state, as schematically illustrated in Fig. 1(a). The spin gap 
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 4

and magnon excitations were investigated by employing Hubbard model.
26,27

 Likewise, it was 

developed as a periodic Anderson-like model (PALM).
28,29

 The f electrons are strongly localized, 

while the conduction electrons form a conduction sea distribute throughout the main zigzag chain, 

which presents a Fermi liquid coupling with localized spins, wherein two interactions compete for 

dominance. One interaction is the Kondo coupling for the localized spins screened by the 

conduction sea; the other is the superexchange, i.e., the indirect Ruderman-Kittel-Kasuya-Yosida 

(RKKY) interaction between the neighboring localized spins mediated by the conduction sea.
30,31

 

For the symmetrical case, the Kondo coupling JK～V
2
/U gives rise to the fact that the behavior of 

the system is controlled by two parameters: the hybridization V between the conduction and 

localized f orbitals, and the Hubbard repulsion U on the localized f orbital.
32

 Thus, the competition 

between Kondo coupling and RKKY interaction is attributed to the consequence of interplay 

between Coulomb interaction and hybridization. For this PALM, the ground state, ferrimagnetic 

and metal-insulator phase transitions were studied in detail.
28,29

 However, in a magnetic field, the 

competition between Kondo coupling and RKKY interaction responsible for enhancing MCE will 

shed light on the critical behavior for the strong correlation electron system. Simultaneously, a 

systematic study of scaling analysis of the temperature and field dependence of magnetization will 

be carried out. A double peak structure in magnetic entropy change manifests a double magnetic 

cooling process. Thus, it is quite necessary to take a deeper investigation on the MCE and critical 

behavior for this PALM. In the forthcoming section, the model Hamiltonian and many-body 

Green’s function method are presented. In section 3, the field-induced phase diagram associated 

with quantum criticality is explored; the MCE and critical scaling behavior are also analyzed and 

discussed. Finally, we draw a conclusion in section 4. 
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 5

2. Model and Method 

The organic polymer illustrated in Fig. 1(a) is described as a quasi-one-dimensional PALM, 

wherein the conduction electrons with uncorrelated orbitals reside in the main zigzag chain form a 

conduction sea, while a correlated localized f orbital locates at the side radical R. In an external 

magnetic field, it is governed by the following Hamiltonian, 

( ),1, ,2, ,2, 1,1, , , , , , ,
, ,

. f f

l l l l f l f l f l l
l l l

H t c c c c h c c c U n nσ σ σ σ σ σ
σ σ

ε+ + +
+ ↑ ↓

= − + + + +∑ ∑ ∑  

 ( ) ( ),2, , , , ,
, 1,2,

.
2

l l f l l
l l f

h
V c c h c n nη η

σ σ
σ η

+
↑ ↓

=

+ + − −∑ ∑ ∑ .                   (1) 

Herein, t denotes the hopping integral between the nearest-neighboring conduction orbitals, 

( ), , , ,l l
c cη σ η σ

+
, ( ), , , , , 1, 2l l ln c cη

σ η σ η σ η+= = are the creation (annihilation) and number operators 

with spin ,σ =↑ ↓ for conduction electrons. Nevertheless, ( ), , , ,l f l f
c cσ σ

+
 denotes the creation 

(annihilation) operator of localized f electron in the side radical R with bare energy fε and 

Coulomb repulsion U. In addition, V is the hybridization strength of the localized f electron with 

the conduction orbital (l,2), and Bh g Bµ=  is the reduced magnetic field (Zeeman energy). 

Now, the Green’s function method
33

 is employed to decouple the Hamiltonian (1), which is 

defined as 

( ) ( ) ( ) ( ) >+<−−>>==<<− +++
σσσσσσ

σ θ ,,,,212,1,21 ; ijjijiij ccccttitctcttG ,       (2) 

where the subscripts i and j number the lattice sites. After the time Fourier transformation, it is put 

into the equation of motion, 

  >><<+>>>=<<< +
+

++
σσσσσσω ,,,,,, ];,[],[; jijiji cHccccc .                 (3) 

By performing the equation of motion analogous to Eq. (3) for the high-order Green’s function 

>><< +
σσ ,, ];,[ ji cHc , a higher-order Green’s function will appear on the right side, resulting in 

an infinite set of coupled equations. In terms of Wick’s theorem, we adopt the decoupling scheme 
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 6

for the four-operator Green’s functions,
34 

  >>><<<−>>><<>>≈<<< ++
+

+++ DBCADCBADBCA ;;;
.           (4) 

Meanwhile, it is important to introduce the Green’s functions for each spin channel (up-spin and 

down-spin) respectively, i.e., the Green’s functions are diagonal in spin space ij ijG Gσσ σ
σσδ′

′= . For 

further Fourier transformation into k-space, the Green’s function can be expressed as 

( ) ( )1
,

ik i j

ij

k

G g k e
N

σ σ ω ⋅ −= ∑ .                                        (5) 

The integral of the wavevector k extends over the first Brillouin zone. So, the momentum space 

Green’s function ( ),g kσ ω  can be described as a function of wavevector k and the elementary 

excitation spectrum ( )kω ω= .  

According to the standard spectral theorem, the correlation function of the product of the 

electron operators can be calculated through the corresponding Green’s function ( ),g kσ ω  

( ) ( ) ( )
, , , ,

, 0 , 0

2 1

v vik i j

j i v

k

g k i g k ii
c c e d

N e

σ σ
µ µ

µ σ σ βω

ω ω
ω

π

+ +
⋅ −+

+ − −
=

+∑ ∫ ,       (6) 

where 1 Bk Tβ = , Bk is the Boltzman’s constant, and T is the absolute temperature. 

The spin density (sublattice magnetization) at one site is defined as 

  ( ) ( ), , ,

1
, 1,2,

2

z

i i i
S n n fη η

η η↑ ↓= − = .                                (7) 

Then the average magnetization of the unit cell M and magnetic susceptibility χ are expressed as 

( ),1 ,2 ,

1
,z z z

i i i f

i

M
M S S S

N h
χ

∂
= + + =

∂∑ .                           (8) 

Likewise, the specific heat can be attained as 

     V

d HdE
C

dT dT
= = .                                               (9) 

Accordingly, we can get the entropy, 
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 7

      
0

T
VC

S dT
T

′=
′∫ .                                                 (10) 

The magnetic entropy change is obtained as
1,2

 

( ) ( ) ( ) ( )
0 0

, , 0
, ,0

T h
V V

h

C T h C T M
S S T h S T dT dh

T T

′ ′− ∂ ′∆ = − = =  ′ ∂ ∫ ∫ .     (11) 

Likewise, the magnetic Grüneisen parameter is expressed as
12,13

 

  
( )
( )

1 1T
h

S hVh

S hT M

T h T S T C T

∂ ∂∂ ∂   Γ = = − = −   ∂ ∂ ∂ ∂   
.                    (12) 

  Thereby, the above equations can be solved self-consistently. In calculation, an initial state, 

composed of a set of electron number and spin density of f orbital, is put into the equations to 

produce resultant values. The iteration goes on until convergence is reached.  

3. Results and Discussion 

In what follows, we set the hopping integral t=1.0, and all parameters are in units of it. We 

consider the symmetrical case 2 0fU ε+ = without charge fluctuation. As an external magnetic 

field is turned on, it may undergo insulator-metal and magnetic phase transitions. Fig. 1(b) 

presents the field-induced ground state phase diagram, wherein the ferrimagnetic insulator, metal 

and ferromagnetic insulator phases are unveiled. As V ascends, the metallic region becomes 

narrower, which is ascribed to the enhancement of Kondo coupling. In order to identify the 

electric and magnetic states, the energy bands are plotted in Fig. 1(c)-(e). The Fermi level is 

located at EF=0. At low field, Fig. 1(c) shows that two up-spin and one down-spin bands are 

occupied with an energy gap for large V, indicating the ground state lies in ferrimagnetic 

insulating state because of the dominant Kondo coupling. As V decreases, the insulating behavior 

becomes weaker and it undergoes a transition into metallic state, as shown in Fig. 1(d), wherein 

one up-spin and one down-spin bands transverse the Fermi level, as a result from the enhanced 
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 8

RKKY interaction. However, as the field is very large, all the up-spin bands are pulled down into 

Fermi sea with an energy gap opened up (see Fig. 1(e)), resulting in the spin polarized 

ferromagnetic insulating state. Furthermore, the gapless and gapped low-lying excitations are also 

identified by the temperature dependence of entropy S, as shown in Fig. 1(f). One can find that the 

entropy asymptote presents activated behaviour because of the existence of finite energy gap 

between the ground and excited states for insulating phases, which is clearly manifested by the 

ln(S)-1/T curve at low temperature in the inset, wherein ln(S) behaves linearly with 1/T, giving rise 

to
/ Bk T

S e
−∆∝ , the slope of which reflects the magnitude of energy gap ( −∆ ). However, for the 

metallic phase, the entropy behaves T-linearly at ultra-low temperature, implying gapless ground 

state. 

In order to present the competition between Kondo coupling and RKKY interaction responsible 

for the ferrimagnetic nature, the spin density (sublattice magnetization) for V=1.0 and 2.0 is 

performed and plotted in Fig. 2(a). One can find that for weak hybridization V, the localized f spin 

mainly contribute to the ferrimagnetism with relatively high transition temperature TC, because the 

RKKY interaction is dominant. Nevertheless, as V ascends, the transition temperature TC decreases 

with the ferrimagnetism mainly coming from the orbital (l,1). It is ascribed to the more and more 

dominant Kondo screening between orbitals (l,2) and (l,f). However, in a magnetic field, it 

presents a 1/3 magnetization plateau with two transition fields (see Fig. 2(b)), suggesting 

ferrimagnetic ground state and metal-insulator transitions. Furthermore, we anticipate that the 

QPTs will be reflected by the magnetocaloric properties at finite temperatures. From Fig. 2(c), one 

can clearly see that the quantum criticality can be identified explicitly for the entropy contour 

plots with sufficiently small value, and the QPTs are demonstrated by the dips of isoentropes. The 
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 9

accumulation of entropy close to the transition fields indicates that the system is maximally 

undetermined which ground state to chose. Besides, the field dependence of Grüneisen ratio Гh 

proportional to the magnetic cooling rate for different temperatures is plotted in Fig. 2 (d), which 

presents the very sharp and pronounced positive peaks and negative valleys around the transition 

points at ultra-low temperature. Making contact with the argumentation of Garst,
13

 the Grüneisen 

ratio Гh displays a characteristic divergent behaviour close to the transition point and changes sign 

as the field crosses it. However, with temperature ascending, all features become broader with the 

peaks reduced, and last will be washed out attributed to the strong thermal fluctuations driven the 

system to excited state without QPTs. 

At different phases, the thermodynamics behave diversely, especially at the QCPs. Fig. 3(a) 

shows the magnetization against T
1/2

 under different fields. One can find that the entrance into the 

gapless metal state is marked with a minimum or a maximum (see the arrow) in the magnetization, 

which provides a simple way to feature the phase boundary of gapless metal phase at finite 

temperature well. It is notable that the magnetization develops a T
1/2

 behavior (linear relation of 

M-T
1/2

 curve) as h approaches hc. When h is close to hs, we obtain a characteristic decrease M～

-T
1/2

. Besides, the temperature dependence of entropy at critical fields is presented in Fig. 3(b). It 

behaves T
1/2

-linearly, different from that in the gapped and gapless phases. More generally, the 

results emphasize that the Grüneisen ratio Гh provides a novel thermodynamic means for probing 

QPTs. Fig. 3(c) shows that with decreasing temperature, Гh changes its sign in the gapless phase. 

Nevertheless, its absolute value increases gradually in gapped state for h<hc and h>hs. It is worth 

noting that when h approaches hc or hs, Гh diverges rapidly upon cooling down to zero temperature, 

which provides a new way to explore QCPs. The double-logarithmic scale is plotted in Fig. 3(d) to 
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 10

demonstrate the occurring |Гh|～T
-1 

power-law critical behaviour, which has been observed on spin 

ladder system experimentally.
15

 

  At finite temperature, the system will manifest MCE under different magnetic fields. In Fig. 

4(a)-(b), the magnetic entropy change against temperature are plotted for V=1.0 and 2.0, 

respectively. Recalling Fig. 1(d), as the field extends hc but is nearby, the intermediate down-spin 

and up-spin energy bands cross the Fermi level slightly, making the excitations with minus 

energies become the hole type.
29

 Thus, the magnetic entropy change –∆S is closely related to the 

competition of the down-spin and up-spin hole excitations. For h<hc, the magnetic field can open 

up the energy gap, and then close it. First, the energy gap is washed out by thermal fluctuations at 

low temperature, after that, the up-spin hole excitation crossover into down-spin one occurs, 

giving rise to only a sharp peak in –∆S at TC with broadened temperature region. Nevertheless, it 

is worth noting that the maximum of –∆S is larger for larger V value due to the larger hole density 

of states resulting from the dispersion relation of energy bands, which indicates that strong Kondo 

coupling is benefit for low temperature cooling at low field. As h exceeds hc, the up-spin band 

above EF is pulled down into Fermi sea partially, while the down-spin one below EF is pushed up 

partially. At this time, after the few up-spin holes are occupied, the down-spin ones will be excited, 

giving rise to a shoulder in –∆S at high temperature. However, as the field gets across (hc+hs)/2, 

the –∆S presents a double-peak structure for strong Kondo coupling (V=2.0) (see Fig. 4(b)), 

implying double magnetic refrigeration process at moderate field. In this case, the density of states 

of down-spin holes is larger than that of the up-spin ones near the Fermi level, yielding more 

down-spin holes excited at low temperature firstly, which contributes to the first peak of –∆S. 

After that, the up-spin holes will be excited responsible for the high temperature peak. While for 
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 11 

strong RKKY interaction (V=1.0) case, the strong dispersion relation of down-spin band (see Fig. 

1(d)) yields less down-spin hole excitations at low temperature, thus resulting in that the first peak 

of –∆S collapses into a shoulder (see Fig. 4(a)). For the field high enough (h>hs), the low 

temperature peak vanishes gradually and the high temperature peak becomes higher with wider 

temperature region, because the energy gap becomes larger and only the up-spin holes will be 

excited. 

  Furthermore, it should be pointed out that -∆S follows a power-law dependence of h: -∆S～h
n
 

(see the insets in Fig. 5(a) and (c)) with n the local exponent, which can be calculated via the 

relation: 
( )
( )

ln

ln

d S
n

d h

∆
= .

21
 Different from the antiferromagnets, wherein n is ～2 for the entire 

temperature range at low fields,
21

 one can find that the local exponent n is strongly dependent of 

temperature as shown in Fig. 5(a) and (c), demonstrated by the linear relation of ( )ln S∆ versus 

( )ln h  with different slopes for different temperatures. At low temperatures well below TC, n 

tends to 1 for a ferrimagnetic system, while tends to 2 at temperatures above TC as a consequence 

of the Curie-Weiss law (see the insets in Fig. 5(b) and (d)). This scaling behavior is similar to that 

occurred in ferromagnetic materials.
19,35

 In addition, n has a minimum at the transition 

temperature TC, which is clearly illustrated in Fig. 5(b) and (d). 

In order to explore the minimum of local exponent n and distinguish the domination of RKKY 

interaction and Kondo coupling, we plot the field dependence of -∆S for different V values at TC in 

Fig. 6(a). It is clearly seen that the –∆S-h curve presents a convex curvature, indicating n<1, which 

is unlike the case below or above TC. Interestingly, for small V values, the curves superpose each 

other, separated with the large V case, which provides a new thermodynamic means to distinguish 

RKKY interaction and Kondo coupling in strong correlation electron system. Fig. 6(b) presents a 
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 12

nearly parallel linear relation of ( )ln S−∆ - ( )ln h  curve at TC with n=0.648 for different V 

values, which is basically consistent with the experimental observation on perovskite manganites 

Pr0.55Sr0.45MnO3 and Nd0.55Sr0.45MnO3 corresponding to the conventional ferromagnets taking the 

mean field value 2/3.
22,23,36,37

 The linear fits in Fig. 6(c) demonstrate the validity of the 

relationship 
0.648S h−∆ ∝ around TC that characterize a second order phase transition, which is 

close to
2 3S h−∆ ∝ for conventional ferromagnets obeying the mean field theory.

36,37
 

Of particular interest is the scaling law related to the critical exponent β, γ, and δ, which obey 

the following relation at T=TC:
19,20,22,23

 

    ( ) ( ) ( )( ) 1 1 1 1 1 1Cn T β β γ δ β= + − + = + − .              (13) 

Herein, the critical exponents (β, γ, and δ) are determined by a detailed scaling analysis based on 

the Arrott-Noakes equation of state,
38

 which are defined for the spontaneous magnetization Ms(T), 

inverse initial susceptibility 
1

0χ
−

, and critical isotherm (M(h)) at TC with the reduced temperature 

t=(T-TC)/TC as follows:
20,24,38-41

 

      ( )sM T t
β

∝     
CT T< ,                (14) 

      ( )
1

0 T t
γχ

−

∝     CT T> ,                (15) 

      ( ) 1M h h δ∝     CT T= .                 (16) 

Thus, we can know that the critical behavior is determined by the critical exponents, but not by the 

critical temperature. For V=1.0, from the temperature dependence of sM and
1

0χ
−

, we can get 

β=0.473 and γ=0.99 with TC=0.283, as shown in Fig. 7(a) and (b), respectively. Accurately, the 

critical exponent β and γ can be determined by the Kouvel-Fisher (KF) method:
42

 

      CT TM

dM dT β
−

= ,    

1

1

C
T T

d dT

χ
χ γ

−

−

−
= .          (17) 

Accordingly, the temperature dependence of M/(dM/dT) and χ
-1

/(dχ
-1

/dT) will yield straight lines 
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 13

with slopes 1/β and 1/γ, as plotted in the insets in Fig. 7(a) and (b) respectively. It gives us the 

critical exponents β=0.482 and γ=0.976 at TC by KF method, which are close to those deduced 

from the Arrott-Noakes equation of state. Besides, according to Eq. (16), we plot the 

double-logarithm of h-M curve in Fig. 7(c), which shows a straight line with slope 1/δ at TC. Thus, 

we can obtain δ=3.041. According to the statistic theory, these critical exponents should fulfill the 

Widom scaling relation:
43

 

1δ γ β= + .                              (18) 

As a result, δ=3.093 and δ=3.025 are obtained from the Arrott-Noakes equation of state and KF 

method, which are close to that obtained from the critical isotherm analysis. It is demonstrated that 

these critical exponents are reliable and unambiguous for their self-consistency. Furthermore, from 

Eq. (13), we can get n(TC)=0.64 and n(TC)=0.645 from the Arrott-Noakes and KF methods, 

respectively, which approach the MCE measurement. For V=2.0, one can get (β, γ)=(0.479, 1.001) 

and (β, γ)=(0.481, 0.995) with TC=0.078 from the Arrott-Noakes and KF methods (see Fig. 7(d) 

and (e) associated with the insets), respectively. According to the Widom scaling relation, we 

obtain δ=3.089 and δ=3.068, which agree with the critical isotherm measurement δ=2.997, as 

shown in Fig. 7(f). Meanwhile, the local exponent n(TC)=0.648 is obtained from both the 

Arrott-Noakes and KF methods, which coincides with the MCE value. Note that the critical 

exponents we obtained are close to the mean field prediction (n(TC)=2/3, β=0.5, γ=1.0 and δ=3.0). 

These critical exponents can also be further confirmed by the scaling equation. First, we turn 

our attention to the Modified Arrott Plots, plotting M
1/β

 versus (h/M)
1/γ

 with the critical exponents 

obtained by KF method, as shown in Fig. 8(a) and (b). The lines are parallel and spaced linearly in 

temperature. Notably, the M
1/β

 versus (h/M)
1/γ

 line goes through the origin at TC. In addition, in the 
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asymptotic critical region, the critical exponents can also be confirmed by the magnetic scaling 

equation:
39-41

 

    ( ) ( ),M h t t f h tβ β γ+
±= ,                (19) 

where f±  are regular functions denoted as f+  for T>TC and f−  for T<TC. It indicates that 

M|t|
-β

 versus h|t|
-(β+γ)

 forms two universal curves for T>TC and T<TC, respectively. Based on the 

scaling equation, the lg-lg scales of isothermal magnetization around the critical temperatures are 

plotted in Fig. 8(c) and (d) for V=1.0 and 2.0, wherein the data points fall on two independent 

branches. The last confirmation of validity of the obtained critical exponents would come from 

checking the scaling of the magnetization curves, which takes the form,
44,45

 

1

h t
H

M Mδ β

 =  
 

,                               (20) 

with H(x) a scaling function. Therefore, based on the above equation, if the critical exponent 

values are appropriate, the plot of M/h
1/δ

 versus t/h
1/(β+γ) 

should correspond to a universal curve 

with all data points collapse. Herein, we still adopt the values obtained from KF method, the 

scaled data is plotted in the insets of Fig. 8(c) and (d). It presents an excellent overlap of data 

points, indicating that the obtained critical exponent values are good in agreement with the scaling 

hypothesis. On the whole, the obedience of the scaling equation over the entire range of 

normalized variables confirms the reliability of the obtained critical exponents. 

4. Conclusions 

In conclusion, the magnetocaloric effect and critical behavior of a periodic Anderson-like 

organic polymer are investigated by means of Green’s function theory, in which the localized f 

orbitals hybridize with the conduction orbitals at even sites. We explore the field-induced ground 

state phase diagram with ferrimagnetic insulator, metal and ferromagnetic insulator states unveiled. 

Page 14 of 24Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 15

The quantum criticality is clearly demonstrated by the Grüneisen parameter which shows |Гh|～T
-1 

power-law critical behaviour and diverges rapidly upon cooling down to zero temperature as h 

approaches the critical fields, providing a novel thermodynamic means for probing QPTs.  

At finite temperatures, the magnetic entropy change (-∆S) presents a double peak structure for 

the dominant Kondo coupling case as a result from the competition of up-spin and down-spin hole 

excitations, implying a double magnetic cooling process via demagnetization. Meanwhile, the 

magnetic entropy change follows a power law dependence of magnetic field h: -∆S～h
n
. The local 

exponent n tends to 1 and 2 below and above TC, while reaches a minimum 0.648 at TC, which is 

consistent with the experimental observation on perovskite manganites Pr0.55Sr0.45MnO3 and 

Nd0.55Sr0.45MnO3 corresponding to the conventional ferromagnets within the mean field theory 

-∆S～h
2/3

. At TC, the -∆S～h curves with convex curvature superpose each other for small V 

values, which are separated by the large V case, distinguishing the RKKY interaction and Kondo 

coupling explicitly. Furthermore, the critical scaling law n(TC)=1+(β-1)/(β+γ)=1+1/δ(1-1/β) is 

related to the critical exponents (β, γ, and δ) extracted from the Arrott-Noakes equation of state 

and Kouvel-Fisher method, which fulfill the Widom scaling relation δ=1+γβ
-1

, indicating 

self-consistency and reliability of the obtained results. In addition, based on the scaling hypothesis 

through checking the scaling analysis of magnetization, the lg-lg scales of M|t|
-β

 versus h|t|
-(β+γ)

 

collapse onto two independent universal branches for T>TC and T<TC, respectively, while the plot 

of M/h
1/δ

 versus t/h
1/(β+γ) 

forms one universal curve with all data points collapse, which further 

confirm the reliability of the obtained critical exponents over the entire range of normalized 

variables.  
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Figures and Figure captions: 

 

Fig. 1 (Color online) (a) Schematic illustration of a quasi-one-dimensional periodic Anderson-like 

organic polymer chain; (b) the h-V phase diagram with (I) ferrimanetic insulator, (II) metal and 

(III) ferromagnetic insulator phases, which are demonstrated by the energy bands in (c), (d) and 

(e), respectively; (f) the temperature dependence of entropy S, ln(S)-1/T curve is plotted in the 

inset. 
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Fig. 2 (Color online) (a) The temperature dependence of sublattice magnetization; (b) the field 

dependence of magnetization for V=1.0; (c) the isoentropes for V=1.0; (d) the field dependence of 

Grüneisen parameter Гh at different temperatures. 
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Fig. 3(Color online) (a) the magnetization M and (b) entropy S as a function of T
1/2

 under different 

fields; (c) the temperature dependence of Grüneisen parameter Гh under different fields; (d) ln|Гh | 

versus lnT at the critical fields. 
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Fig. 4 (Color online) The temperature dependence of magnetic entropy change (-∆S) for (a) V=1.0 

and (b) V=2.0. 

 

Fig.5 (Color online) ln(-∆S) versus ln(h) at different temperatures for (a) V=1.0 and (b) V=2.0; the 

insets are the field dependence of –∆S for the temperature below and above TC; The corresponding 

local exponent n=dln(-∆S)/dln(h) as a function of temperature in (c) and (d), respectively; the 

insets show the local exponent n against ln(h) for the temperature below and above TC, 

respectively. 
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Fig. 6 (Color online) (a) The field dependence of –∆S for T=TC with different V values; (b) 

double-logarithm of –∆S-h curves for T=TC; (c) the linear behaviour of –∆S-h
0.648

. 
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Fig. 7 (Color online) For V=1.0, the temperature dependence of (a) magnetization M and (b) 

inverse initial susceptibility χ
-1

; For V=2.0 the temperature dependence of (d) magnetization M and 

(e) inverse initial susceptibility χ
-1

; the insets are the KF plots; the lg-lg scale of h-M curves for (c) 

V=1.0 and (f) V=2.0. 

 

Fig. 8 (Color online) The isotherms M
1/β

 vs (h/M)
1/γ

 for (a) V=1.0 and (b) V=2.0; scaling plots 

around TC for (c) V=1.0 and (d) V=2.0; the insets are the normalized isotherms below and above 

TC using the values of β and γ determined by the KF method. 

Page 24 of 24Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t


