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Abstract 

An exhaustive exploration of the potential energy surfaces of ferrocene, ruthenocene 

and osmocene dimers has been performed. Our computations involving dispersion show 

that only four different isomers are present in each metallocene dimer. The collective action 

of small interaction energies of dispersive nature leads to a dissociation energy for the 

ferrocene dimer of 7.5 kcal·mol-1. Dispersion has strong effects on the geometrical 

parameters, reducing the M···M distances by almost 1 Å. Our results also reveal that 

inclusion of entropic factors modifies the relative stability of the complexes. The nature of 

bonding is examined using the Energy Decomposition Analysis and the Non-Covalent 

Interaction index. Both analyses indicate that dispersion is the major contribution to 

stabilize a metallocene dimer.  
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Introduction 

In 1951, with the discovery and subsequent elucidation of the sandwich structure of 

ferrocene[1] an entire new branch, metallocene chemistry, emerged in organometallic 

chemistry. Gradually, the importance of metallocenes became tremendous due to their 

versatile applications in several fields as biological chemistry,[2] medicinal chemistry,[3] 

catalysis,[4] and non-linear optics,[5] among others. Promising new applications in the field 

of supramolecular chemistry were uncovered by studying several self-aggregated 

metallocene derivatives interacting through non-covalent interactions (mainly H-bonds). 

Recently, Bogdanović and Novaković[6] evaluated the frequency of the occurrence 

of the ferrocene dimer in crystals reported in the Cambridge Structural Databank.[7] They 

found that 46.8% of ferrocene derivative crystals contain a dimer where both units are in a 

parallel orientation, with one of the ferrocene units shifted along the z-axis by half of the 

Cp-Fe bond length (see Figure 1).  

 

Figure 1. Building block identified by Bogdanović and Novaković in ferrocene derivative 

crystals.[6]  

 

Keeping in mind the study of Bogdanović and Novaković, a detailed analysis of the 

bonding and nature of the ferrocene dimer will be worth pursuing in order to understand the 
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pattern of its supramolecular arrangements.[8] In the present work, we exhaustively explore 

the potential energy surface (PES) of the ferrocene dimers. In addition, we extended this 

search to the PESs of ruthenocene and osmocene dimers. Our Kohn–Sham density 

functional theory (KS-DFT) computations involving dispersion show that only four 

different isomers are present in each metallocene dimer in the gas phase. Interestingly, the 

collective action of small interaction energies of dispersive nature leads to a dissociation 

energy for the ferrocene dimer (7.5 kcal·mol-1) at low temperatures higher than that 

computed for a typical hydrogen bond in the water dimer (4.8 kcal·mol-1). Our calculations 

also reveal that inclusion of entropic factors modifies the relative stability of the complexes. 

The nature of bonding is examined using the Energy Decomposition Analysis (EDA)[9] and 

the Non-Covalent Interaction (NCI) index.[10] Particularly, EDA shows a delicate balance 

between dispersion and electrostatic contributions.  

 

Computational Details 

The correct treatment of noncovalent interactions is a known problem in standard 

KS-DFT. Several different ways of treating dispersion forces within the KS-DFT 

framework have been presented in the past years and have emerged as standard in the field. 

Readers interested in the subject are directed to recent reviews, for example in Ref. [11]. 

Our computational procedure employs a modified-kick heuristic algorithm 

implemented in Bilatu to systematically explore potential energy surfaces (PES) of 

molecular clusters.[12] The readers interested in details about this metaheuristic are referred 

to Ref. [13]. Final equilibrium geometries are reported at the PBE[14]/def2-TZVP[15] and 

PBE-D2/def2-TZVP levels. To describe scalar relativistic effects, an effective core potential 

was used for Ru and Os, describing the behavior of 28 and 60 core electrons, respectively. 
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The latter approach includes the D2 version of Grimme’s dispersion corrections.[16] The 

energy differences discussed here include the harmonic Zero Point Energy (ZPE) 

correction. In order to evaluate the thermal effects, we used the procedure described by 

Irikura[17] as is implemented in thermo code,[18] where the standard molar entropy and 

enthalpy change are computed from the molecular partition function. All the quantities 

needed are taken from the harmonic vibrational frequency computations. All the 

computations are done using the Gaussian 09 program.[19]  

The nature of the interactions is analyzed by EDA[20] at the revPBE-

D3[21]/TZ2P//PBE-D2/def2-TZVP level using the ADF (2013.01) package.[22] We did not 

use frozen core approximation rather all-electron basis set is used. Scalar relativistic effects 

were considered using the zeroth-order regular approximation (ZORA). In EDA, bond 

formation between the interacting fragments is divided into four steps, which can be 

interpreted in a plausible way. In the first step the fragments, which are calculated with the 

frozen geometry of the entire molecule, are superimposed without electronic relaxation, 

yielding the quasiclassical electrostatic attraction ∆Eelstat. In the second step the product 

wave function becomes antisymmetrized and renormalized, which gives the repulsive term 

∆EPauli, termed Pauli repulsion. In the third step the molecular orbitals relax to their final 

form to yield the stabilizing orbital interaction ∆Eorb. The latter term can be divided into 

contributions of orbitals having different symmetries. As it has already been mentioned, 

dispersion corrected revPBE-D3 functional is employed, hence the dispersion correction 

term, ∆Εdisp, will be added to ∆Εint values to describe the total bond energy as 

 

∆Εint = ∆EPauli + ∆Eelstat + ∆Eorb + ∆Edisp     (1) 
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The interaction energy, ∆Eint, can be used to calculate the bond dissociation energy, De, by 

adding ∆Eprep, which is the necessary energy to promote the fragments from their 

equilibrium geometry to the geometry in the compounds (eq 2). The advantage of using 

∆Eint instead of De is that the instantaneous electronic interaction of the fragments becomes 

analyzed, which yields a direct estimate of the energy components. 

 

-De = ∆Eprep + ∆Eint        (2) 

 

Additionally, the interactions are analyzed using the NCI index.[10] In NCI, the 

mapping of localized binding interaction is done by employing two scalar fields, the 

electron density (ρ), and the reduced density gradient (s). These two quantities are 

connected as:  

                                 � =
�

�(���)
/�
|∇�|

��/�
,                        (3) 

where ∇ρ is the gradient of ρ. The color of the isosurfaces is decided by the sign(λ2,)ρ 

parameter, where λ2 is the second eigenvalue of the density Hessian matrix. In general, 

stabilizing hydrogen bonds and van der Waals interactions are represented by blue and 

green color, respectively, whereas destabilizing interactions are indicated by red colored 

surfaces. Here, a density cutoff of ρ = 0.01 a.u. is applied to create isosurfaces with a value 

of s = 0.5 and colored in the [-0.03, 0.03] a.u range. These isosurfaces are computed using 

the NCIPLOT program.[23] Density properties can be integrated within the NCI region to 

obtain the volume (VNCI) of the isosurface and the charge (qNCI) enclosed within it.[24]  

V��� =	� d
����

r�  (4) 
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q��� =	� ρ(r�)d
����

r�  (5) 

 To perform such integrations, it is necessary to establish a unique definition of the NCI 

region. Because the difference between the interacting and noninteracting monomers is 

directly reflected in the s(ρ) diagram, it is possible to define the NCI region as the points in 

3D space with (ρ, s) values lying in the s(ρ) peak. To identify this region, both the 

monomer and the dimer densities must be computed and compared. The lower edge of the 

monomer s(ρ) curve is splined and all the points of the dimer s(ρ) plot lying below the 

splined curve are localized in real space. In practice, these integrations are performed 

numerically, by summation over a cubic grid with 0.1 a.u. increments and cutoffs of ρ=0.2 

a.u. and s=2.0. 

 

Structures and Energetics 

Our KS-DFT computations reveal a scarce diversity of structures within a range of 

10 kcal·mol-1. At higher energies there are several arrangements with one or more covalent 

bonds between two cyclopentadienyl rings, which are irrelevant for this study. Without 

dispersion, we found five different forms for ferrocene, seven for ruthenocene, and four for 

osmocene dimers (see Figure 1-SI). The lowest-lying energy forms for Fe, Ru, and Os are 

3, 1, and 2, respectively (Figure 2).  

The inclusion of dispersion via Grimme’s corrections induces that some of these 

isomers collapse, leading to only four dimers for each metallocene dimer (Figure 2). 

Remarkably, regardless of the conformation of the monomers in the initial guess (eclipsed 

or staggered), dimers have only eclipsed units. When dispersion is involved, structure 1, in 

which two metallocenes are oriented perpendicular to each other, becomes the most stable 
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one in all cases. Structure 2 is the one described by Bogdanović and Novaković and is the 

second most stable form.[6] In the higher energy forms, one cyclopentadienyl ring of the 

first unit interacts perpendicularly (3) or parallelly (4) to the second unit. In the case of 

ferrocene, while 1 is only 1.7 kcal·mol-1 lower in energy than 2, isomers 3 and 4 are 3.0 and 

4.7 kcal·mol-1 above the global minimum. The same energy order is noticed for the 

ruthenocene and osmocene dimers, but the energy differences increase considerably (see 

Figure 2).  

 

Figure 2. PBE-D2/def2-TZVP local minima on the potential energy surfaces of the MCp2 

dimers (M = Fe, Ru, Os; Cp = cyclopentadienyl). All relative energies (in kcal·mol-1) 

include the ZPE correction. The first value corresponds to the relative energy for the 

ferrocene dimer. In parentheses and brackets are relative energies for the ruthenocene and 

osmocene dimers, respectively.  

 

Dispersion has strong effects on the geometrical parameters. The M···M distances 

without dispersion in isomer 1 are 5.80(Fe), 5.56(Ru), and 5.48 (Os) Å. These distances are 

reduced to 4.84 (Fe), 4.72 (Ru), and 4.64 (Os) Å by applying the D2 correction to PBE, i.e., 
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the intermolecular dispersion reduces the M···M distances by almost 1 Å! Note that a 

reduction in the M···M distance from Fe to Os is independent of the dispersion inclusion, 

indicating a stronger interaction for the osmocene dimer. A similar shortening of the M···M 

distance is perceived in the other three isomers as a consequence of the dispersion 

inclusion. At the PBE-D2/def2-TZVP level, including the ZPE correction, the computed 

dissociation energies (D0) for 1 without dispersion are 0.7(Fe), 1.3 (Ru), and 1.0 (Os) 

kcal·mol-1. These values are remarkably increased to 7.5 (Fe), 10.0 (Ru), and 13.7 (Os) 

kcal·mol-1, when dispersion is included. 

 

Thermal effects 

The previous discussion is based on the energies computed at 0 K. Our 

computations show that in the particular case of ferrocene, the relative free energy at room 

temperature between structures 1 and 2 is reduced only to 0.1 kcal·mol-1 (at the PBE-

D2/def2-TZVP level). Most interesting is that at this temperature structure 3 becomes the 

lowest lying isomer by 1.3 kcal·mol-1 with respect to 1. Single-crystal X-ray diffraction 

analysis at 298 K indicated that the crystal structure of ferrocene is monoclinic P21/n (a = 

5.9252 Å, b = 7.6035 Å, c = 9.0354 Å, β = 93.165°),[25] with motifs similar to dimers 2 and 

3. Although 2 is a very common building block in crystal structures and 1 is the most stable 

in the gas phase at low temperatures, the other motifs (3 and 4) are stabilized by entropic 

factors. Figure 3a shows the dominant regions of each structure as a function of 

temperature for the ferrocene dimers. For ruthenocene and osmocene, the energetic order 

computed at 0 K is maintained at room temperature, but it is also altered at higher 

temperatures (Figures 2-SI and 3-SI). It is also apparent from Figure 3a and Figure 2-SI that 

isomer 1 will be dominant until 200, 320, and 400 K for Fe, Ru, and Os, respectively.  
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Temperature also significantly affects the dissociation energies. Figure 3b indicates 

that while the ferrocene dimer is stable until 220 K, the ruthenocene and osmocene dimers 

are stable complexes until 270 and 350 K, respectively. The main reason is that at high 

temperatures, the contact area between two units decreases and less compact clusters are 

obtained. In other words, the ideal gas behavior (no intermolecular interactions, thus no 

cluster formation) is recovered at high temperatures. 

 

Figure 3. a) Thermal effects on the relative energies for the ferrocene dimer and b) Thermal 

effects on the dissociation energies of structure 1 of the MCp2 dimers (M = Fe, Ru, Os; Cp 

= cyclopentadienyl). All energy differences are computed at the PBE-D2/def2-TZVP level. 

 

 

Bonding 

What is nature of the interactions in a metallocene dimer? In principle, at low 

temperatures, dissociation energies are higher than the computed interaction energy of the 

water dimer (4.8 kcal·mol-1), a system that exhibits a single hydrogen bond. There is a 

comprehensive literature dealing with the important problem of the nature and strength of 
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interactions stabilizing water and benzene dimers, this literature is too extensive to be 

reviewed here and this problem falls outside the scope of this work. Nonetheless, we point 

out that MP2 calculations overestimate deformation energies in the water monomer when 

compared to the highly sophisticated CCSD(T) methods[26] and that experimentally 

measured dissociation energies for the benzene dimer[27] are 2.4 ± 0.4 kcal·mol-1 which are 

in outstanding agreement with our results in Table 1. Obviously, these interactions are of 

different nature since metallocenes lack a permanent dipole moment, thus the driving force 

behind the formation of metallocene dimers is of dispersive origin as discussed above. 

Additionally, it is important to remark that a ferrocene dimer has many more atoms than a 

water dimer, so the collective action of very small interaction energies of dispersive nature 

is responsible for the stabilization of the metallocene dimers. On the other hand, the 

ferrocene dimer has a quadrupole moment, and the quadrupole-quadrupole interaction 

decreases more slowly (1/R5) at long distances than the dispersion interaction.  

Bogdanović and Novaković found an electrostatic complementarity between the two 

ferrocene units in structure 2.[6] This complementarity occurs in a very large area, including 

the four “puzzle-like” regions of mutual compatibility and recognition. Figure 4 shows 

molecular electrostatic potential isosurfaces for the four local minima of ferrocene. It is 

apparent that this complementarity concept is also applicable for structure 1. However, this 

does not apply to 3 and 4, where the overlap of the negative regions interrupts the 

complementarity. 
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Figure 4. Molecular electrostatic potential maps of the ferrocene dimers. Isosurface are 

plotted with an isovalue of 0.01. Positive regions in red and negative regions in blue.  

 

 Charge density difference plots give a precise representation of the electron 

redistribution upon dimer formation (Figure 5). Clearly, the electron redistribution in the 

three dimers is negligible. The most relevant changes are perceived in the density of the C-

H bond involved in the contact. While the hydrogen atoms lose density, carbon atoms gain 

it. So, a very poor polarization contribution is expected (vide infra). Note that dispersion 

forces always will be attractive even without any charge transfer. 

1    

4    3    

2    
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Figure 5. Electron density differences isosurfaces (∆ρ = 0.0005 a.u.). Negative and positive 

regions are in red and blue, respectively.  

 

The strength of the overall contributions of dispersion and electrostatic terms to the 

interactions can be quantitatively estimated by EDA. Table 1 gives the EDA values at the 

revPBE-D3/TZ2P//PBE-D2/def2-TZVP level calculated for the two most stable isomers. It 

becomes apparent that the electrostatic contribution is not the sole term stabilizing the 

dimers. It contributes ca. 28-32% towards the total attraction. ∆Edisp is found to be the 

major contributor towards the total attraction with ≈ 50%. The contribution from ∆Eorb is 

the least towards the total attraction (less than 20%) as a consequence of negligible orbital 

overlapping between two monomers. Note that the interaction energy gradually increases in 

Page 13 of 21 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 

 

14

moving from Fe to Os. It is also important to mention that monomers do not suffer any 

significant structural variation, thus preparation energy is negligible. Clearly, EDA shows a 

delicate balance between dispersion and electrostatic contributions in order to stabilize a 

metallocene dimer.  

Note that although the magnitude of the interaction energy between two metallocene 

units is quite close to typical H-bond energy, the nature of the bonding between them is 

quite different. As a reference point, water dimer is considered (see Table 1). In this H-

bonded dimer, ∆Eelstat contribution is found to be the most significant (60 %), whereas the 

contributions from ∆Eorb and ∆Edisp terms to the total attractive interaction are 32 and 8.2%, 

respectively. Therefore, according to EDA, in the water dimer, as in most cases, the H-

bonding is mainly electrostatic in nature.[28] We have also compared the title cases with the 

parallel-displaced benzene dimer with C2h symmetry. EDA indicates that the benzene dimer 

is stabilized mainly by dispersion (65%). So, the nature of bonding of metallocene dimers 

is similar to this benzene dimer, but the interaction energy is higher in the first cases.  

 

Table 1. EDA results of the metallocene dimers computed at the revPBE-D3/TZ2P//PBE-

D2/def2-TZVP level. Energies are in kcal·mol-1. 

M Cluster ∆Eelstat ∆EPauli ∆Eorb ∆Edisp ∆Etotal 

Fe 
1 -9.3 (30.0) 23.3 -5.3 (17.1) -16.4 (52.9) -7.7 

2 -6.2 (28.4) 16.1 -3.7 (17.0) -11.9 (54.6) -5.7 

Ru 
1 -11.1 (31.4) 26.5 -6.6 (18.6) -17.7 (50.0) -9.0 

2 -8.2 (32.2) 18.8 -4.6 (18.0) -12.7 (49.8) -6.7 

Os 1 -13.4 (32.1) 30.2 -7.5 (17.9) -20.9 (50.0) -11.6 

 2 -9.7 (32.7) 21.5 -5.2 (17.5) -14.8 (49.8) -8.2 
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(H2O)2 -8.8 (59.9) 9.9 -4.7 (32.0) -1.2 (8.2) -4.8 

(C6H6)2 -2.5 (24.5) 7.3 -1.1 (10.8) -6.6 (64.7) -2.8 

(The percentage values within the parenthesis show the contribution towards the total 
attractive interaction ∆Eelstat  + ∆Eorb + ∆Edisp) 
 

 

As the name suggests, the NCI of Johnson and co-workers has been specifically 

developed to reveal non-covalent interactions.[10] Figure 6 depicts NCI isosurfaces for 

isomers 1 and 2 to illustrate the nature of the intermolecular bonding interactions. As is 

mentioned above, a continuous color-coding scheme based on the second derivatives is 

used, where strong attractive interactions are represented in blue, weak attractive 

interactions in green, and strong repulsive interactions in red. The images for both isomers 

correspond to a typical dimer stabilized mainly by dispersion where attractive surfaces 

cover a very large area between both units. So, NCI supports the fact that there is a 

collective action of small interaction energies of dispersive nature distributed in an ample 

area between both monomers. Further the area of the green surface in 1 is larger than that in 

2. Integration of the volume of this surface for Fe (see S.I.), gives 87.47 a.u. for the parallel 

conformer and 104.03 a.u. for the perpendicular one. The charges involved within these 

surfaces are also greater for the orthogonal conformation (1.78 |e| in the parallel case vs. 

1.90 |e| for the orthogonal one). These values are in agreement with the relative weight of 

dispersive and electrostatic contributions in the EDA partition.  
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Figure 6. NCI plots of the MCp2 dimers (M = Fe, Ru, Os). A density cutoff of ρ=0.01 a.u. 

was applied and the pictures were created for an isosurface value of s=0.5 and colored in 

the [-0.03, 0.03] a.u. sign(λ2)ρ range.  

 

Conclusions 

In summary, our computations show that dispersion is the major contribution to 

stabilize a metallocene dimer. Dispersion has also strong effects on the geometrical 

parameters, reducing the M···M distances by almost 1 Å. The potential energy surfaces 

analysis, including dispersion, shows the presence of four local minima for all cases. At low 

temperatures, the lowest lying energy structure of (MCp2)2 (M=Fe, Ru, Os) is one in which 

the two fragments are oriented perpendicular to each other. At higher temperatures, relative 

and dissociation energies for the different isomers will be strongly affected. The interaction 

energy gradually increases in moving from Fe to Os. Our bonding analysis shows that the 

contribution from ∆Eelstat term is important, but amounts to only about 30% of the total 
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attraction energy. The most important attractive contribution is dispersion (almost 50%). 

The NCI analysis reveals the occurrence of attractive surfaces of dispersive nature between 

two metallocene units as the main factor responsible for the stability of the dimers. A larger 

area of the attractive surface in 1 indicates larger dispersion interaction than in 2. So, the 

collective action of very small interaction energies of dispersive nature is responsible for 

the stabilization of the metallocene dimers. An investigation on the effects of dispersion on 

ferrocene crystals is in progress. 
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