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Diphenylmethane dyes are very useful photoinduced molecular rotors; however, their photophysical mechanisms are still elusive
until now. In this work, we adopted combined static electronic structure calculations (MS-CASPT2//CASSCF) and trajectory-
based surface-hopping dynamics simulations (OM2/MRCI) to study the S1 excited-state relaxation mechanism of a representative
diphenylmethane dye Auramine-O. On the basis of the optimized S1 minima and the computed emission bands, we have for the
first time assigned experimentally proposed three transient states (i.e. S1-LE, S1-I1 or S1-I2, and S1-II). Mechanistically, upon
irradiation to the S1 state, the system first relaxes to the locally excited S1 minimum (S1-LE). Starting from this point, there exist
two kinds of relaxation paths to S1-II. In the sequential path, the system first evolves into S1-I1 or S1-I2 and then runs into S1-II;
in the concerted one, the system, bypassing S1-I1 and S1-I2, directly runs into S1-II. In addition, the system can decay to the
S0 state in the vicinity of three S1/S0 conical intersections i.e. S1S0-I1, S1S0-I2, and S1S0-II. In the S1 dynamic simulations,
54% trajectories decay to the S0 state via S1S0-II; the remaining trajectories are de-excited to the S0 state via S1S0-I1 (11%) and
S1S0-I2 (35%). Our present theoretical investigation does not support the experimentally proposed S1 excited-state hypothesis
that the intramolecular rotation of the two dimethyl groups around the C-N bond is responsible for the rapid decay of the emission
band at about 500 nm; instead, it should be heavily interrelated with the rotation of the two dimethylanilino groups. Finally, this
work provides important mechanistic insights for similar diphenylmethane dyes.

Introduction

Due to their utility as molecular rotors, di- and tri-
phenylmethane dyes such as malachite green, crystal violet,
ethyl violet, and brilliant green have attracted a lot of ex-
perimental attention on their photophysical and photochemi-
cal properties.1–25 In comparison, theoretical studies on these
molecular rotors are rarely reported in the past decades.

Auramine-O, a representative diphenylmethane dye in Fig.
1, shows similar excited-state relaxation dynamics as has been
reported for tri-phenylmethane dyes, especially its ultrafast
photoinduced intramolecular conformational changes.26–36 In
the beginning, three important but different models were sepa-
rately postulated by Oster and Nishijima,37 Forster and Hoff-
mann,38 and Bagchi, Fleming, and Oxtoby39 to study the ef-
fect of viscosity on quantum yields and the barrierless tor-
sional motion of phenyl groups that leads to a radiationless
decay to the ground state. However, all these models can
only describe a single-exponential excited-state relaxation be-
havior. Later, Martine and Glasbeek questioned the single-
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exponential models on the basis of observing nonexponen-
tial excited-state behavior and proposed an adiabatic cou-
pling model involving a locally emissive excited state and
a nonemissive excited state.40,41 Hirose et al. believed that
not only solvent viscosity but also solvation dynamics af-
fect the excited-state relaxation dynamics of Auramine-O.42

Meech and coworkers proposed that in aqueous solution, sol-
vation rather than solvent viscosity promotes a facile barrier-
less formation charge-transfer state and decides the excited-
state relaxation.43,44 Singh et al. investigated Auramine-O
using sub-picosecond time-resolved absorption spectroscopic
techniques in aprotic and alcoholic solvents.45,46 They found
two different stimulated emission bands of ca. 715 and 830
nm and suggested there are two transition states involved
in the excited-state relaxation. These findings oppose the
widely accepted barrierless models. This is as well supported
by Sen and Rafiq using time resolved femtosecond fluores-
cence measurements, in which an unexpectedly large fluo-
rescence lifetime and multi-exponential transients in chloro-
form are observed.47 They also found that Auramine-O has
eight times larger fluorescence quantum yield in chloroform
than in methanol and that the torsional motion of the dimethy-
lanilino groups occurs in 1.5 ps in methanol and 14.2 ps in
chloroform. More recently, Erez et al. employed steady-state
and time-resolved optical techniques to study the short-time
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Fig. 1 Molecular structure of the diphenylmethane dye
Auramine-O. Also shown are the atomic labeling and the dihedral
angles ϕ1 (N2C1C3C5), ϕ2 (N2C1C4C6), and ϕ3 (C3C1C4 N2).

excited-state decay dynamics of Auramine-O with a duration
of about 150-300 fs in several solutions at room tempera-
ture.48,49 They found that its excited-state behavior could be
divided into three time steps. The shortest decay time constant
is associated with a strong emission with a band maximum at
about 500 nm, which is attributed to the twist motion of the
dimethylamino group of the two anilines of Auramine-O. The
second time constant is attributed to the rapid decay of the flu-
orescence band, which can be further red-shifted from about
510 nm to 550 nm in hydrogen-bonding solvents. The third
time constant is related to a rather long decay of a dark state,
about 10-20 ps in hydrogen-bonding liquids with medium vis-
cosity. To summary, experimentally, there exist a few ambigu-
ous even paradoxical viewpoints on the photophysical mecha-
nism of Auramine-O. For example, whether is the torsional
motion of the dimethylanilino groups barrierless in the S1
state? what are the geometric and electronic structures for the
transient states observed in experiments? what are the intrin-
sic S1 excited-state deactivation paths? Obviously, answering
these atomistic mechanistic details calls for high-level ab ini-
tio electronic structure calculations, even reliable nonadiabatic
dynamics simulations.

However, to our best knowledge, there are only few the-
oretical works reported until now for excited-state properties
of Auramine-O. Olsen proposed a four-electron, three-orbital
model for low-energy electronic structures of several di- and
tri-phenylmethane dyes including Auramine-O.31 With DFT
and TDDFT methods, Singh et al. obtained a ground state
minimum and a transient state with emission maximum at
831 nm.45 But, they did not obtain the other transient states
proposed experimentally. Sen and Pafiq employed the same
computational methods to scan the S1 and S0 potential en-
ergy surfaces of Auramine-O with respect to the rotation of
the dimethylanilino rings.47 In addition, they suggested a fun-
nel for the S1 excited-state radiationless decay to the ground
state taking into account of the small S1-S0 energy gap.

In this work, we first emploit the complete active space
self-consistent field (CASSCF) and its second-order perturba-

tion (CASPT2) methods to explore the S1 excited-state min-
ima, conical intersections, and potential energy profiles rele-
vant to the excited-state decay. On the basis of the results,
we propose our S1 excited-state deactivation model. Finally,
we use the semiempirical OM2/MRCI-based nonadiabatic dy-
namics simulations to verify our physical model. This work
presents the first effort to systematically study the S1 excited-
state deactivation pathways of Auramine-O using combined
high-level electronic structure calculations and nonadiabatic
dynamics simulations, setting the stage for studying the pho-
tophysics of other similar diphenylmethane dyes in near fu-
ture.

Simulation Details

Ab Initio Calculations

Ground-state conformer of Auramine-O is first optimized us-
ing the DFT method50 with the B3LYP exchange-correlation
functional.51–54 Minima, conical intersections, and linearly
interpolated internal coordinate (LIIC) paths are computed us-
ing the state-averaged complete active space self-consistent
field (SA-CASSCF) method in which equal state weights are
used for the S1 and S0 states. In the SA-CASSCF compu-
tations, the active space of 10 electrons in 8 orbitals is em-
ployed, which is referred to as SA-CASSCF(10,8) hereinafter.
Since the CASSCF theory is unable to provide sufficient cor-
relation energy, the multi-state complete active space 2nd-
order perturbation approach (MS-CASPT2)55,56 is exploited
to re-evaluate the energies of all optimized structures and
LIIC paths. In the MS-CASPT2 computations, the Cholesky
decomposition technique with unbiased auxiliary basis sets
is used for accurate two-electron integral approximations;57

the ionization potential-electron affinity (IPEA) shift of 0.0 is
used;58 the imaginary shift technique (0.2 a.u.) is employed
to avoid intruder-state issues.59

Vertical excitation energies at Franck-Condon points are
also calculated using the MS-CASPT2, TD-B3LYP, and TD-
CAM-B3LYP methods.60,61 6-31G and 6-31G* basis sets are
employed for all geometry optimizations and single-point en-
ergy computations, respectively.62–65 DFT and TD-DFT are
carried out using GAUSSIAN09;50,60,66 SA-CASSCF opti-
mizations for conical intersections are performed using MOL-
PRO2012;67 all SA-CASSCF computations for minima and
LIIC paths and MS-CASPT2 computations are conducted us-
ing MOLCAS8.0.68,69

Semiempirical Methods

All semiempirical calculations were performed using the
OM2/MRCI method as implemented in the MNDO99
code.70–73 During geometry optimizations and dynamics sim-
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ulations, all required energies, gradients and nonadiabatic cou-
pling elements were computed analytically. Minimum-energy
conical intersections were optimized using the Lagrange-
Newton approach.74,75

In the OM2/MRCI calculations, the restricted open-shell
HF formalism was applied in the self-consistent field (SCF)
treatment. The active space in the MRCI calculations included
12 electrons in 12 orbitals (see Supporting Information, Fig.
S1). In terms of the SCF configuration it comprised five high-
est doubly occupied orbitals, two singly occupied orbitals,
and five lowest unoccupied orbitals. For the MRCI treatment,
three configuration state functions were chosen as references,
namely the SCF configuration and the two closed-shell config-
urations derived therefrom (i.e., all singlet configurations that
can be generated from HOMO and LUMO of the closed-shell
ground state). The MRCI wavefunction was built by allowing
all single and double excitations from these three references.

Nonadiabatic Dynamics

The S1 nonadiabatic dynamics were studied by performing 1
ps OM2/MRCI trajectory surface-hopping simulations. The
initial atomic coordinates and velocities for the S1 photody-
namics simulations were randomly selected from a 5 ps NVT
(T=300K) ground-state trajectory. The excited states dynam-
ics runs were then chosen according to the computed S0-S1
transition probabilities; configurations with very small S0-S1
transition dipole moments were not sampled. A total of 200
surface-hopping trajectories were run for the S1 photodynam-
ics, with all relevant energies, gradients, and nonadiabatic
coupling vectors being computed on-the-fly as needed. For
points with an energy gap of less than 10 kcal/mol, the fewest-
switches criterion was applied to decide whether to hop. The
time step was chosen to be 0.1 fs for the nuclear motion and
0.0005 fs for the electronic propagation. The unitary propa-
gator evaluated at mid-point was used to propagate the elec-
tronic motion. The translational and rotational motions were
removed in each step. The empirical decoherence correction
(0.1 au) proposed by Granucci et al. was employed.76 The
final evaluations were done for 186 trajectories that finished
successfully in the S1 photodynamics and that satisfied our en-
ergy continuity criterion (no change greater than 30 kcal/mol
between any two consecutive MD steps). Further technical
details were given in previous publications.25,77–98

Results and Discussion

S0 Structure and Vertical Excitation Energies

By using the OM2/MRCI and SA-CASSCF methods, we have
optimized the ground-state conformers of Auramine-O. All
these computations give similar equilibrium structure in Fig.

Table 1 Vertical Excitation Energies (in eV) to the S1 State;
Experimental Values Are Measured in Methanol. 49

OM2/MRCIa MS-CASPT2b Exp.
S1 2.6 2.6 3.0

aOM2/MRCI optimized S0 minimum structure;
bSA-CASSCF optimized S0 minimum structure.

3. The stable S0 conformer is almost in C2 symmetry. Its
C1-C3 and C1-C4 bond lengths are 1.439 and 1.440 Å at
the SA-CASSCF level, as well as its two dihedral angles
ϕ1(N2C1C3C5) and ϕ2(N2C1C4C6), which are computed to
be 29.8◦ and 29.2◦ at the same computational level.

Table 1 collects the computed vertical excitation energies
to S1 at the S0 minimum S0. Compared with the experimen-
tal value measured in methanol solution,49 TD-CAM-B3LYP
and MS-CASPT2 computations overestimate and underesti-
mate the S0 → S1 vertical excitation energy, respectively; but,
TD-B3LYP computations fortuitously give very good agree-
ment. Our current OM2/MRCI computations give reasonably
accurate number: the vertical excitation energy to the S1 state
is 0.4 eV lower than the experimental value.49

Analysis of electronic configuration states in the CASPT2
computations illustrates that the S1 vertical electronic exci-
tation mainly originates from HOMO→LUMO in Fig. 2
(weight: 0.67) and HOMO-1→LUMO (0.16). The S1 elec-
tronic state at the Franck-Condon point is of clear charge-
transfer character from the phenyl to methaniminium group.
Charge-transfer electronic transition is usually associated with
the remarkable change of permanent electronic dipole mo-
ments, either magnitudes or directions. In our OM2/MRCI
computations, electronic dipole moments at the S0 minimum
S0 are computed to be 2.2 Debye for the S0 state and 1.2 De-
bye for the S1 state; thus, the S1 state is of charge-transfer
character. It is in line with the point of view proposed by Singh
et al.45 that the emissive state is expected to be less polar than
the ground state due to the neutralization of positive charge of
the nitrogen atom as a result of intramolecular charge transfer
from the dimethylanilino to methaniminium or imidocarbonyl
group.

S1 Minima

With the OM2/MRCI and SA-CASSCF methods, three kinds
of minima are optimized in the S1 state, which are referred
to as S1-LE, S1-I1, S1-I2, and S1-II in Fig. 3. Overall, S1-
LE is structurally similar to the S0 minimum S0 except a little
different bond lengths and dihedral angles. In comparison,
S1-II changes a lot in structure. At the OM2/MRCI and SA-
CASSCF levels, the corresponding ϕ1 and ϕ2 dihedral angles
are ϕ1 = 127.8◦ and 128.1◦, and ϕ2 = 33.9◦ and 34.9◦; the
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Fig. 2 Canonical molecular orbitals related to the S0 → S1 (HOMO→LUMO) electronic transition at the Franck-Condon point at the
OM2/MRCI level.

Table 2 OM2/MRCI [MS-CASPT2] Computed Relative Energies
(in kcal/mol) of All OM2/MRCI [CASSCF] Optimized Structures

structure S0 S1-LE S1-I1 S1-I2
OM2/MRCI 0.0 62.5 62.2 62.2
MS-CASPT2 0.0 60.0 68.1 68.1

structure S1-II S1S0-I1 S1S0-I2 S1S0-II
OM2/MRCI 60.4 66.5 67.2 62.5
MS-CASPT2 64.5 74.0 74.3 69.2

C1-C3 and C1-C4 bond lengths are nearly same to each other,
1.486 and 1.484 , and 1.484 and 1.485 , respectively. Its di-
hedral angle ϕ3 is also rotated to about 137.0◦ and 138.9◦ as
the central carbon atom changes its hybridization pattern from
sp2 to sp3. In addition, we have also optimized another pair
of S1 minima i.e. S1-I1 and S1-I2 in Fig. 3. In these two
structures, one aminophenyl group is almost perpendicular to
the other aminophenyl and amino groups, for example, ϕ2 =
103.6◦ (101.1◦) for S1-I1 and ϕ1 = 74.6◦ (77.2◦) in S1-I2 at the
OM2/MRCI (SA-CASSCF) level. Energetically, these four S1
minima are close to each other: in the order of S1-LE, S1-I1,
S1-I2, and S1-II, they are 62.5 (60.0), 62.2 (68.1), 62.2 (68.1),
and 60.4 (64.5) kcal/mol at the OM2/MRCI (MS-CASPT2)
level. However, their importances in the photodynamics of
Auramine-O are very different due to the ease of access to
these structures (see the following).

In experiments of steady-state absorption and emission
spectra in different solutions, Palit and coworkers found an im-
portant spectroscopic feature that there is a weak but long tail
for the main fluorescence band, which is beyond 800 nm.45

The main intense emission band centered at 495 nm was ex-
perimentally assigned to a locally excited electronic state; the
weak one to a relaxed weakly emissive excited state. In addi-
tion, on the basis of time-resolved absorption-stimulated emis-

sion spectra, Palit et al. also suggested that the relaxation
process proceeds via the formation of at least two transient
states, which are geometrical conformers and consecutively
formed following the decay of the local excited state. The
steady-state fluorescence spectra show three emission bands
centered at 510 nm, 710 nm and 870 nm, respectively. All
experimental information implies that there exist at least three
S1 minima. However, only a transient state was obtained up to
date computationally at the TD-DFT level.45 The electronic
and geometric structures of the other emissive states are not
known. Here we have for the first time assigned these three
emission bands. The emission band at S1-LE is computed to
be 523 nm with oscillator strength of 0.84 at the MS-CASPT2
level. This should correspond to the intense emission band
of the locally excited electronic state observed in experiments
(510 nm). Similarly, both emission bands of S1-I1 and S1-I2
are calculated to be 721 nm with oscillator strengths of 0.10,
which match very well with the weak emission bands of 710
nm. The emission band of S1-II is predicted to be 884 nm with
oscillator strength of 0.06 at the MS-CASPT2 level, which
should correspond to the weakest emission band around 870
nm in experiments.45

S1/S0 Conical Intersections

In addition, we have obtained three S1/S0 conical intersec-
tions, which are labeled as S1S0-I1, S1S0-I2, and S1S0-II in
Fig. 3. Structurally, they are respectively close to their cor-
responding S1 minima, for example S1S0-I1 close to S1-I1.
Energetically, S1S0-II is the lowest among these three conical
intersections: it is about 4.0 (4.8) and 4.7 (5.1) kcal/mol lower
than S1S0-I1 and S1S0-I2 at the OM2/MRCI (MS-CASPT2)
level. All these three S1/S0 conical intersections are energet-
ically accessible because they are just ca. 5 kcal/mol higher
than their related S1 minima in energy. On the other side, the
computed LIIC paths also show that S1S0-I1, S1S0-I2, and
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Fig. 3 OM2/MRCI [SA-CASSCF] optimized S0 and S1 minima, and S1/S0 conical intersections. See Table 2 for their relative energies and
Fig. 1 for the dihedral angles ϕ1 (N2C1C3C5), ϕ2 (N2C1C4C6), and ϕ3 (C3C1C4 N2).
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Fig. 4 Linearly interpolated internal coordinate (LIIC) paths connecting (a) S1-II and S1S0-II; (b) S1-I1 and S1S0-I1; (c) S1-I2 and S1S0-I2.

S1S0-II can be approached readily from the corresponding S1
minima (see panel a, b, and c in Fig. 4).

Nonadiabatic Dynamics

On the basis of the results of static electronic structure com-
putations, one can see that the chosen OM2/MRCI method
gives reasonably accurate S1 excited-state electronic and geo-
metric structures in comparison to those computed by the SA-
CASSCF method. More important for photodynamics sim-
ulations is that the OM2/MRCI method can accurately de-
scribe the conical intersections among the lowest two singlet
states of Auramine-O, i.e. S0 and S1. In the following, the
OM2/MRCI method is exploited to simulate the photodynam-
ics of Auramine-O starting from the initial S1 excited state.

Among 186 trajectories in the S1 nonadiabatic dynamics
simulations, 46 trajectories decay to the S0 state at the end
of 1 ps; while, 140 trajectories survive in the S1 state. Fig.
5 shows the time-dependent S1 and S0 state populations. In
the first 260 fs, both state populations do not change at all.
This period of time should correspond to the initial relaxation
time from the S1 Franck-Condon point via the S1 minima to
the S1/S0 conical intersections. This process takes a relatively
long time because such process involves marked conforma-
tional change, e.g. ϕ1 changes from 28.6◦ of S0 to 135.6◦ of
S1S0-II. After this relaxation, the S1 system starts to decay
gradually to the S0 state until the end of simulations.

If the S1 excited-state decay is treated as a first-order pro-
cess, we can estimate the S1 excited-state lifetime τ to be
about 3.6 ps according to the single-exponential fitting equa-
tion of p = exp(−(t − t0)/τ)+ p0, in which the initial delay
time t0 and the residual S1 state population p0 are assigned to
258.8 fs and 0.8, respectively.

The distribution of the selected dihedral angles ϕ1 and ϕ2
at all S1 →S0 hopping points in the S1 photodynamics is
shown in Fig. 6. The dihedral angles ϕ1 (N2C1C3C5) and ϕ2
(N2C1C4C6) are mainly distributed around 40-70◦ and 110-
140◦, respectively. Such distribution is consistent with the S1

Fig. 5 Time-dependent S1 and S0 state populations in the two-state
(S1 and S0) photodynamics simulations.

Fig. 6 Distribution of the dihedral angles ϕ1 (N2C1C3C5) and ϕ2
(N2C1C4C6) at the S1 → S0 hopping points.
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Table 3 Averaged S1 → S0 Hopping Times (unit: fs) via S1S0-I1,
S1S0-I2, and S1S0-II.

S1S0-I1 S1S0-I2 S1S0-II
t 441 597 716

excited-state topological structures computed in the preceding
static electronic structure calculations (see above). S1S0-II is
energetically lowest among the three S1/S0 conical intersec-
tions: it is about 5.0 kcal/mol lower than the other two at the
OM2/MRCI and MS-CASPT2 levels (see Table 2). In addi-
tion, for our case, along the ϕ1 and ϕ2 dihedral angles, the S1-
S0 energy gap is very small; the S1 potential energy surface is
very flat and forms an extended conical intersection seam with
the S0 state. Therefore, the distribution of these two angles at
the hopping points is much spread.

It is found from Fig. 7 that 54% hopping-trajectories de-
cay to the S0 state via S1S0-II; and, 11% and 35% hopping-
trajectories do via S1S0-I1 and S1S0-I2. How to understand
this distribution? First, energetically, S1S0-II is the lowest
one among the three S1/S0 conical intersections; the former is
computed to be about 5.0 kcal/mol lower than the latter two at
both OM2/MRCI and MS-CASPT2 levels. Thus, we can un-
derstand very well that the preferred S1 →S0 hopping region is
close to S1S0-II. Second, why is S1S0-I2 superior to S1S0-I1
for the S1 excited-state deactivation although both conical in-
tersections have nearly same potential energies? It is clear that
upon irradiation to the S1 state, the lowest S1 minimum S1-LE
is first populated because S1-LE is structurally more close to
the Franck-Condon point i.e. the S0 minimum S0 (see Fig. 3).
At this point, except proceeding to S1-II, there still exist two
other excited-state relaxation paths, first to S1-I1 and second
to S1-I2. However, as shown in Fig. 8, the conformational
change from S1-LE to S1-I2 is significantly smaller than that
from S1-LE to S1-I1. Therefore, more trajectories will decay
to the S0 state around S1-I2 via S1S0-I2. In addition, we have
computed the averaged S1 → S0 hopping times via S1S0-I1,
S1S0-I2, and S1S0-II, which are 441, 597, and 716 fs, respec-
tively (Table 3).

Typical Trajectories

It is noteworthy that starting from the locally excited S1 min-
imum S1-LE, there exist three competitive S1 relaxation pro-
cesses (two sequential and one concerted paths; see panal a of
Fig. 9).

The first two relaxation processes are related to the rota-
tion of two dimethylanilino groups (ϕ1 and ϕ2), as shown in
panel b and c of Fig. 9. In these two paths, the system near
the locally excited S1 minimum first proceeds into a transient
excited-state intermediate S1-I1 or S1-I2 via a simple rotation

Fig. 7 Percentage distribution of the S1 → S0 hoppings via S1S0-I1,
S1S0-I2, and S1S0-II conical intersections in the photodynamics of
Auramine-O.

of a dimethylanilino group. These two intermediates S1-I1
and S1-I2 are spectroscopically observed in experiments (see
above discussion). After arriving at S1-I1 or S1-I2, the sys-
tem not only can decay to the S0 state via the nearby S1/S0
conical intersections S1S0-I1 or S1S0-I2 but also can further
evolve into the S1 minimum S1-II by rotating the remaining
dimethylanilino group (transient state II in experiments). Fi-
nally, the system is de-excited via another S1/S0 conical in-
tersection S1S0-II returning back the S0 state. Certainly, in
addition to the sequential paths to S1-II, from the locally S1
excited-state minimum S1-LE the system can also, bypassing
S1-I1 and S1-I2, concertedly proceed into the final transient
S1 excited-state minimum S1-II.

Fig. 10 shows the time-dependent evolution of the two di-
hedral angles ϕ1 and ϕ2 and the S1-S0 nonadiabatic coupling
in three trajectories that support the sketch in Fig. 9. Panel a
and b represent the sequential S1 relaxation paths. As shown
in panel a, in the first 380 fs, the ϕ2 dihedral angle gradually
decreases to about 70◦ from the initial 160◦; while, the corre-
sponding ϕ1 dihedral angle just oscillates around its equilib-
rium value. At that time, the system still encounters a conical
intersection region with large nonadiabatic coupling. How-
ever, the system does not hop to the S0 state; instead, it con-
tinues to evolve into the S1-II region through rotating the ϕ1
dihedral angle. Near this region, the S1 system jumps to the
ground state at 481 fs. The dynamical bahavior of the trajec-
tory in panel b of Fig. 10 is similar to that in panel a, except
rotating the two dihedral angles ϕ1 and ϕ2 in a different or-
der. In contrast, in panel c, the rotations of these two dihedral
angles proceed in a synchronous means; hence, the system in
this trajectory directly runs into the S1-II region, near which
the S0 state is populated at 553 fs as a result of the S1 → S0
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Fig. 8 Spatial overlap of the three different S1 geometric structures produced by the VMD1.9.1 package 99: (a) S1-LE and S1-I1 and (b)
S1-LE and S1-I2.

internal conversion. Finally, it must be stressed that in our
simulations, most of trajectories decay to the ground state us-
ing the concerted way and only a few ones decay to S0 via the
sequential means.

Correlation with Experiments

On the basis of the results of present static electronic struc-
ture calculations and dynamics simulations, we have gained
several new mechanistic insights for the photophysics of
Auramine-O.

First, we have for the first time computationally charac-
terized the three S1 excited-state transient states observed in
the subpicosecond time-resolved spectroscopic experiments
of Singh et al.45 (see above; Fig. 9).

Second, the emission band of ca. 500 nm observed in the
steay-state and time-resolved experiments of Erez et al.,49 in
terms of our computational results, should be assigned to the
locally excited transient state.

Third, in addition to the experimentally proposed sequential
S1 relaxation process leading to the transient intermediate S1-
II (referred to as TS II in experiments), we have observed a
concerted S1 relaxation path to S1-II. This explains why the S1
relaxation process exhibits a multi-exponential excited-state
dynamics behavior.45

Forth, the S1 excited-state decay is experimentally proposed
to occur primarily near S1-II.45 However, the corresponding
S1/S0 conical intersection is not characterized computation-
ally unitl now. Here, we not only optimized this conical in-
tersection but also found the other two S1/S0 conical intersec-
tions in the vicinity of S1-I1 and S1-I2. The importance of
these three conical intersections in the S1 excited-state decay
of Auramine-O has been proved in our nonadiabatic dynamics
simulations. It is found that S1S0-II plays a major role for the
S1 excited-state decay; but, the significance of the other two
conical intersections S1S0-I1 and S1S0-I2 cannot be excluded
as well, which accounts for 46% of all trajectories that decay
to the S0 state.

Fifth, in a recent experimental study, Erez et al. proposed
an S1 excited-state deactivation mechanism: the intramolec-
ular rotation of the dimethyl groups around the C-N bond is
responsible for the rapid decay (150-300 fs) of the emission
band at about 500 nm.49 This mechanism is not supported
by our present electronic structure calculations and nonadia-
batic dynamics simulations; instead, the S1 excited-state decay
should be heavily interrelated with the rotation of the dimethy-
lanilino groups, which is consistent with experiments of Rafiq
et al.47 and Singh et al.45

Conclusions

With the use of high-level MS-CASPT2//CASSCF electronic
structure calculations and semi-empirical OM2/MRCI nona-
diabatic dynamics simulations, we have for the first time the-
oretically explored the S1 excited-state deactivation mech-
anism of Auramine-O. First, the S1 excited-state minima,
the S1/S0 conical intersections, and the relevant S1 excited-
state potential energy profiles are computed at the MS-
CASPT2//CASSCF and OM2/MRCI levels. On the basis of
these static electronic structure calculations, we have assigned
all three transient states proposed in experiments45 and sug-
gested an S1 excited-state decay mechanism involving three
S1 transient intermediate states and three S1/S0 conical inter-
sections. Our proposed S1 decay mechanism is immediately
verified by our following OM2/MRCI-based surface-hopping
dynamics simulations. In addition, we have found that the S1
relaxation process to the final transient state can proceed ei-
ther sequentially or concertedly. This work represents the first
theoretical effort to explore the S1 excited-state deactivation
processes of diphenylmethane dyes.
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Fig. 9 Concerted and sequential deactivation channels proposed based on the present electronic structure calculations and nonadiabatic
dynamics simulations. See text for discussion.
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Fig. 10 Three representative trajectories. In panel a and b, the S1 system first evolves to the transient intermediates S1-I1 or S1-I2 and then to
the final transient state S1-II; in panel c, the system concertedly, bypassing S1-I1 amd S1-I2, proceeds into the final transient S1 excited-state
minimum S1-II.
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