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destabilized when this triple is replaced by the isosteric U8:A12-
U26 triple,9 (iv) protonated C75 residue in activation of HDV
ribozyme,10 etc. Protonated adenine is known to form A(+):C
base pair (isosteric with G:T/U wobble base pair) within a helical
context and perform crucial structural and functional roles.3,11–16

Protonated guanine residues have been reported to have pH
driven switching potential with plausible applications in nucleic
acid based nanotechnology.17,18 Such a pH-driven DNA nano-
switch for responsive controlled release has recently been de-
signed and demonstrated by Chen et al., where a cytosine rich
single DNA strand has been used as the motor, which on chang-
ing the pH of the medium, switches to a folded quadruplex i-motif
conformation stabilized by the formation of C(+):C base pairs.19

It has also been demonstrated that the rates of RNA enzyme medi-
ated catalysis are comparable to those of protein enzymes, when
the functional groups of the bases involved are protonated.10

Such protonated nucleobase mediated catalytic processes may
take place in two different manners depending on whether the
loaded proton is involved in any base pairing interactions (Class

I) or not (Class II).3,20 Paired protonated nucleobases of Class I

participate in catalysis by participating in oxyanion hole forma-
tion (lysine-arginine type role). However, when the loaded pro-
ton is not involved in any base pairing type interaction (Class II),
they can participate in general acid base catalysis (histidine like
role).3

A major challenge, confronting a comprehensive study of proto-
nated nucleobases, lies in their detection. This is because hydro-
gen atom coordinates are absent in X-ray crystal structures, and
the characterization of exchangeable protons from NMR struc-
tures is rather ambiguous. For detecting protonated nucleobases
belonging to Class I, we had earlier used BPFind software21 to
identify paired bases where, in addition to conventional inter base
hydrogen bonds, there exist apparent hydrogen bond acceptors in
close proximity – within hydrogen bonding distance. By consid-
ering these as putative protonated base pairs, we then evaluated
the possibility of one of these apparent hydrogen bond acceptors
as a potential donor because of ‘invisible’ protonation. Using this
strategy, we had reported 18 different varieties of protonated base
pairs from RNA crystal structures, and had carried out context
analysis and quantum chemical investigations of their geometries
and stabilities.22 This strategy however restricts us to the detec-
tion of only Class I protonated bases. To the best of our knowl-
edge, no comprehensive strategy has been proposed yet for de-
tection of Class II protonated nucleobases, where the protonated
edge is not involved in any base pairing interaction. Earlier we
have shown that, in principle, protonation of a base could lead
to (i) alteration of charge distribution and base pairing potentials
of different edges and (ii) charge redistribution of the partner
base.18 Therefore, to investigate the implications of protonation
at other than base pairing edges, i.e., to detect some of the pos-

sible Class II protonation, we have followed the following steps
— (i) short list a set of base pairs with protonable free edges,
(ii) carry out quantum mechanical (QM) calculations to estimate
the ground state electronic energy and charge distribution respec-
tively with and without protonation of the free edge and (iii) infer
regarding protonation and its effects by comparing the electronic
properties of the systems in the presence and absence of the pro-
ton.
It is now widely accepted that, QM evaluation complements ob-
servations from thermodynamic experiments in understanding
the nature of noncovalent stabilizing interactions such as hydro-
gen bonding and stacking in the context of biomolecules.23–27

The experimentally measured thermodynamic stability in terms
of free energy change with respect to some reference state, repre-
sents an overall effect of a large number of countervailing inter-
actions. QM computations, on the other hand, helps us to accu-
rately quantify the intrinsic stabilization due to some of these fac-
tors. Since, it is not possible to segregate these individual energy
contributions from the overall free energy, the two approaches
should be considered as addressing different aspects of the inter-
actions and their values are not necessarily expected to be com-
parable.28–31 In this study we have used QM methods to evaluate
the impact of nucleobase protonation on the intrinsic stability (in
terms of potential energy) of its base pairing interactions, even
when the protonation site is not playing the role of a hydrogen
bond donor, and have shown the distinct possibility of yet unde-
tected protonation events within folded RNA structures.
In this context, there were three major considerations leading to
the choice of N7 protonated guanine as the system for investiga-
tion. They are as follows,

1. Though among all the protonable sites of all the nucle-
obases, N7 position of guanine has the maximum protona-
tion propensity in gas phase,17,18 it is remarkable that, we
found no references implying its occurrence in RNA struc-
tures. In fact, as we have earlier shown, both through quali-
tative theoretical considerations as well as through computa-
tional energy consideration, N7 protonated guanine cannot
form any stable base pairing interaction using its N7 proto-
nated hoogsteen edge.17,18 It is also noteworthy that though
Class II contexts have been implied, at least indirectly, for N3
protonated cytosine32 and N1 protonated adenine33 partic-
ipating in general acid-base catalysis, the same cannot be
said about N7 protonated guanine. That leaves us with the
question of whether N7 protonated Guanine does occur in
the Class II context in RNA structures.

2. The N7 of guanine, unless its hoogsteen edge is involved in
base pairing, is exposed to the solvent and hence is easily
susceptible to protonation. This is true even when the base
pair lies within a double helical stretch, since the hoogsteen
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edge remains solvent accessible through the major groove.34

3. Metal ion co-ordination and archaeosine modification at the
N7 position of guanine have earlier been found to affect
the base pairing potential of its WatsonCrick edge.35–38 This
supported our expectations regarding the possibility of Class
II occurrence of N7 protonated guanine, where the protona-
tion at N7 can induce similar effects on its electronic struc-
ture.

Available crystal structures of functional RNAs exhibit nu-
merous examples of guanine base pairs, in addition to
canonical WatsonCrick G:C base pairs, where the hoogsteen
edge is not involved in base pairing interactions (a com-
prehensive list is available at RNABP COGEST database:39

htt p : //bioin f .iiit.ac.in/RNABPCOGEST/). Many of such base
pairs are involved in important structural and functional con-
texts, such as, G:U W:W Cis base pair in group I self-splicing
introns,40,41 G:A S:H Trans base pair in Kink turn motif,42 G:C
W:W Trans base pair in preQ1 riboswitch,43 etc. Therefore, in
this study, we have selected those base pairs from RNA crystal
structures, where guanine interacts with the partner base via its
WatsonCrick or sugar edge and the hoogsteen edge remains free.
The ground state optimized geometries of these base pairs have
been calculated at M05-2X/6-311G+(2d,2p) level of theory for
both models of these base pairs, respectively containing neutral
and N7 protonated guanine. Comparing the ground state op-
timized geometries, MP2/aug-ccPVDZ level interaction energies
and different electronic properties of these two models, we have
shown that, consideration of guanine N7 protonation can explain
the crystal geometry of G:C W:W Trans, G:rC W:S Cis, G:G W:H
Cis and G:U S:H Trans base pairs,‡ which otherwise converge to
alternate interacting geometries in ground state. Our study also
reveals the role of guanine N7 protonation (i) in stabilizing im-
portant RNA structural motifs, (ii) in providing a framework for
designing pH driven molecular motors and (iii) in providing alter-
native strategy to mimic the effect of post-transcriptional changes.

2 Methods

We have selected 167 crystal structures of RNA from the non
redundant RNA crystal structure data set available at HD-RNAs
database,45 which (i) contains only structures with resolution
better than 3.5 Å and (ii) excludes small synthetic RNA constructs
by applying a lower cut off of 30 nucleotides for chain length. In
these 167 structures, we have identified occurrences of all those
base pairs, where guanine interacts via its WatsonCrick or sugar
edge. To detect these base pairs with (i) two or more hydrogen

‡ Base pairs have been annotated using the nomenclature adopted by Koripella et
al. 44 Along with that, if the sugar atoms of a residue are involved in the base pairing
interaction, the base is prefixed with ‘r’, e.g., G:rC W:S Cis

bonds between the partner bases or (ii) only a single hydrogen
bond between them, we have used the BPFind software21 and
our in-house tool INCAR,46 respectively. The co-ordinates of a
representative base pair of a particular geometry were extracted
from the respective PDB files and were further edited for QM cal-
culations by, (i) adding hydrogen atoms at appropriate positions
and (ii) substituting the sugar moiety by a methyl group where
the sugar atoms are not involved in hydrogen bonding interac-
tions (as justified in the following section), using the molecule
editing tool of GaussView547 package.
The selected crystal geometries of base pairs were relaxed on their
respective potential energy surface using Gaussian09 package.†

The optimization in gas phase was carried out using Truhlar’s
M05-2X functional48 which was chosen based on its remark-
able success in (a) describing dispersion interactions in a va-
riety of molecular systems49–51 and (b) predicting the struc-
tures and interaction energies between noncovalently bonded
molecules of biological relevance,52 including nucleobases.53–59

The 6-311G+(2d,2p) basis set,60 a split valance triple ζ aug-
mented with two sets of d type polarization function for all non-
hydrogen atoms and two sets of p type polarization function
for hydrogen atoms, also including s-p diffused orbitals for non-
hydrogen atoms, was used for ground state geometry optimiza-
tion. Intrinsic stability (∆Egas

int ) of the M05-2X/6-311G+(2d,2p)
level ground state optimized geometries of isolated interacting
base pairs were calculated using second order Møller-Plesset per-
turbation theory (MP2) with augmented correlation-consistent
polarized valence only double ζ (aug-cc-pVDZ) basis set.61 The
basis set superposition error (BSSE) for the interaction energies
was corrected via counterpoise method62 using the same level
of theory. The Hartree–Fock and correlation components of the
MP2/aug-ccPVDZ level interaction energy were analyzed sepa-
rately in order to quantify the contribution of electrostatic and
dispersion energy, respectively, in stabilization of base pair. Fur-
ther we have calculated the impact of a polar solvent environment
(ε = 78.4) over these interaction energies (∆Esol

int ) using a com-
putationally efficient and robust conductor-like polarizable con-
tinuum model (CPCM),63,64 which uses united atom topological
model to define the atomic radii. This was found to be more ap-
propriate for polar liquids, where the electrostatic potential goes
to zero on the surface and is considered to be less sensitive to
outlying charge error.65 To obtain the solvent phase optimized ge-
ometries (at M05-2X/6-311G+(2d,2p) level of theory), we have
included the solvent effect within the optimization subroutine us-
ing the same CPCM method. Interaction energy of the solvent
phase optimized geometries was also calculated at MP2/aug-cc-
pVDZ level of theory with BSSE corrections calculated at gas
phase for the solvent phase optimized geometries and denoted
as ∆Eint(Sol) instead of ∆Esol

int . Details of the calculation steps are
given in the section ‘Computational details’ (S1.2 of ESI†).
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The wave function corresponding to the gas phase ground state
optimized geometries at M05-2X/6-311G+(2d,2p) level was used
to identify and quantitatively analyze the existing non cova-
lent interactions within the base pairs, via atoms in molecules
(AIM)66 and natural bond orbital (NBO)67,68 approach, respec-
tively. NBO package69 implemented in Gaussion 09 and the
standalone AIMALL package (version 11.12.19)70 were used re-
spectively for NBO and AIM calculations, the relevent parame-
ters for which are described elsewhere.71,72 The bond paths de-
tected by AIM analysis, associated with a positive slope of the
electron density gradient (▽2ρ > 0) at the bond critical point
(where ▽ρ = 0), were identified as non covalent interactions.66

Among them, those which simultaneously satisfy the following
criteria were identified as hydrogen bonds, — (i) the range of
ρ values must be between 0.002 a.u. and 0.035 a.u. and (ii)
the range of ▽2ρ values must be within the range 0.024 a.u.
and 0.139 a.u.73–75 Interactions between filled Lewis and empty
non-Lewis orbitals corresponding to such non covalent interac-
tion detected by AIM analysis, were determined and energies of
second order stabilization, E(2),68,76 due to transfer of electron
cloud from donor NBO(i) to acceptor NBO(j) were obtained us-
ing the equation,

E(2) = qi

[

(F(i, j))2

E j −Ei

]

where qi is donor orbital occupancy, Ei and E j are energies of the
orbitals i, j respectively, and F(i,j) is the off diagonal NBO Fock
matrix element.
To study the effect of N7 protonation on the charge distribution
and geometry of an individual guanine residue, we have com-
pared the local geometry, dipole moment, local aromaticity and
partial charges (from natural population analysis) of M05-2X/6-
311G+(2d,2p) level optimized geometry of neutral and N7 pro-
tonated guanine with two different substitutions at N9 position:
(a) ribose sugar and (b) methyl group. It was shown that, pres-
ence of the sugar moiety plays an important role in controlling the
protonation dynamics of adenine.77 Hence, we have modeled the
guanine with sugar at N9 position. However, methyl substitution
at N9 position of purines are known to reduce the computational
effort without significantly affecting the properties of the real sys-
tems.44,59,78

Protonation at N7 position was reported to have a significant
impact on the pyramidalization of the exocyclic amino group
of guanine.18 The extent of pyramidaliztion has been quanti-
fied by the improper dihedral angle (ψ) between the planes de-
fined by N2-H22-H21 and H22-H21-C2, respectively, i.e., ψ =

cos−1[(~rN2−H22×~rN22−H21) ·(~rH22−H21×~rH21−C2)], where~ri j is the
vector connecting the atoms i and j.79 To estimate the sugar puck-
ering, we have calculated the pseudorotation angle (P) using the

Altona and Sundaralingam method,80

tanP =
(ν2 +ν4)− (ν1 +ν3)

2ν0(sin(π/5)+ sin(2π/5))

where, the ribose ring torsion angles are identified as: ν0 about
C2′-C3′, ν1 about C3′-C4′, ν2 about C4′-O4′, ν3 about O4′-C1′ and
ν4 about C1′-C2′, respectively.
NICS(1)zz,81 which is the negative of the z-component of the
magnetic field tensor calculated at 1Å above the geometrical cen-
ter of an aromatic ring (in ppm unit), has been accepted as a good
descriptor of the extent of delocalization of π electrons over the
aromatic rings in contemporary literature.82 We have calculated
the values for the pyrimidine and imidazole rings of neutral and
protonated guanine using the GIAO (Gauge Invariant Atomic Or-
bital)83,84 method at the M05-2X/6-311G+(2d,2p) level. Dipole
moment (µ) of the neutral species has been calculated following
the standard protocol of Gaussian09 package.†

Details about the calculation procedure of the root mean square
deviation (RMSD) between the crystal geometry and optimized
geometries of the base pairs using VMD software85 is given in
section S1.1 in ESI†.

3 Results and Discussion

3.1 Effect of N7 protonation on charge distribution and on

the geometry of guanine

Consistent with the earlier experimental86,87 and theoreti-
cal88–95 studies, involving guanosine carrying an electrophile at
N7, we too have observed that protonation at N7 of guanine
results in (i) elongation of glycosidic bond, and (ii) rotation of
base around the glycosidic bond towards anti conformation (Ta-
ble 1). Direct inclusion of solvent effects in the optimization rou-
tine, however, suppresses the extent of these two modifications
(e.g., for sugar substituted guanine ∆d1gas ≈ 0.03Å, ∆χgas ≈ 21◦

and ∆d1sol ≈ 0.02Å, ∆χsol ≈ 15◦). As expected, N7 protonation
also shows a noticeable influence on the C2′-endo puckering of
the sugar moiety (∆Pgas=-2.2◦ and ∆Psol=4.9◦), as also reported
earlier.88 In addition, we have observed that, protonation at N7
promotes conjugation of lone pair of electrons of the exocyclic
amino group with the ring π cloud. This can explain the observed
enhancement of sp2 character of the N2 nitrogen, characterized
by, (i) shorter C2-N2 bond and significantly enhanced planarity
of the amino group (significant reduction in improper dihedral),
and (ii) the reduction in aromatic character of both the rings,
characterized by the reduction in NICS(1)zz values (Table 1).
On the basis of natural population analysis (NPA), we have re-
ported earlier18 that, partial electronic charges on the polar sites
of guanine get reduced on N7 protonation, and therefore, (i) the
hydrogen bond donating potential of N1 and N2 gets improved
while, (ii) hydrogen bond accepting potential of O6 and N3 is
compromised. Though, both the factors, sugar substitution at N9
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Table 1 Different geometric parameters are reported for gas phase and solvent phase (sol.) ground state optimized geometries of neutral (Neut.) and
N7 protonated (Prot.) guanine with a substitution R (methyl/sugar) at N9 position. Bond lengths of the glycosidic bond, N9-C1′ (d1), and C2-N2 (d2)
bond are reported in Å. The glycosidic torsion angle χ, pseudorotation angle (P) 34 and improper dihedral angle (ψ) at N2, (i.e., N2-H22-H21-C2
angle) are reported in degree. Dipole moments (µ) of the neutral species have been reported (in debye unit). Partial charges at different base and
sugar atoms, as obtained from natural population analysis, are reported in a.u. We have also reported NICS(1)zz values (in ppm unit) for both the
pyrimidine (Pyr.) and imidazole (Imd.) rings of the gas phase optimized geometries.

R State
Geometrical changes NBO charges NICS(1)zz

N9-C1′ χ P C2-N2 ψ µ O6 N1 N2 N3 O2′ O3′ Pyr. Imd.

methyl gas
Neut. 1.45 1.37 28.6 7.2 -0.623 -0.639 -0.811 -0.606 -6.8 -25.7
Prot. 1.46 1.33 0.2 – -0.576 -0.624 -0.763 -0.599 -5.2 -22.9

sugar gas
Neut. 1.44 -130.6 158.8 1.37 29.0 9.4 -0.625 -0.638 -0.811 -0.601 -0.735 -0.632 -6.5 -22.5
Prot. 1.46 -151.6 156.6 1.34 1.8 – -0.584 -0.624 -0.767 -0.589 -0.731 -0.633 -5.3 -20.4

methyl sol.
Neut. 1.45 1.35 23.0 10.0 -0.707 -0.623 -0.799 -0.618
Prot. 1.46 1.33 3.4 – -0.662 -0.612 -0.766 -0.609

sugar sol.
Neut. 1.44 -130.8 159.9 1.35 21.9 12.5 -0.703 -0.621 -0.795 -0.617 -0.759 -0.640
Prot. 1.46 -146.3 164.7 1.33 1.0 – -0.660 -0.612 -0.764 -0.607 -0.753 -0.639

and consideration of solvation, increase the charge separation (as
indicated by higher dipole moment (µ) values), it is interesting
to note that, extent of modification of the hydrogen bonding po-
tentials of the base atoms is not affected by consideration of ei-
ther solvent environment or of the N9 substituent. For example,
the change in partial charges (∆q) over N1, due to protonation
at the N7 position of guanine, is found to be similar for differ-
ent combination of N9 substitution and environment: ∆qmethyl

gas =
-0.015, ∆qsugar

gas = -0.014, ∆qmethyl
sol

= -0.011 and ∆qsugar
sol

= -0.009
in atomic units. It is pertinent to note that, while N7 protona-
tion significantly affects the charge distribution of polar atoms of
guanine, its effect is minimal on the polar atoms (O2′ and O3′)
of the sugar moiety (∆q<0.01a.u.). Conversely, the charge distri-
bution on the polar atoms of guanine, respectively, due to either
N7 protonation or solvation is not significantly affected by the
substitution of the sugar moiety at N9 by methyl group. These
observations justify our strategy of using computationally lighter
N9 methylated models wherever appropriate.

3.2 Effect of N7 protonation of guanine on canonical and

wobble base pairing interactions

As discussed above, N7 protonation redistributes the charges on
the polar atoms of guanine, thereby reducing the hydrogen bond
acceptor potential of O6 and enhancing the hydrogen bond donor
potentials of N1 and N2. What would this mean to the canoni-
cal G:C and the wobble96 G:U W:W Cis base pairs, where the N7
atoms of the guanines are accessible to water, and hence may eas-
ily be protonated? It may be noted that, though these base pairs
are predominantly present in double helical regions, where ac-
cess to the N7 of guanine may be somewhat constrained because
of the narrowness of the major groove of the A-form RNA double
helices, access for small water molecules is not an issue. This is

particularly so, since in RNA the double helical regions typically
occur only in short stretches.
Figure 1 shows the hydrogen bonding interactions (as identified
by AIM analysis) for the M05-2X/6-311G+(2d,2p) level ground
state optimized geometries of neutral (B,E) and N7 protonated
(C,F) canonical G:C and wobble G:U base pairs. Each hydro-
gen bonding interaction is associated with a stabilization energy
(E(2)) due to charge delocalization between the corresponding
acceptor and donor NBO orbitals. Change in the E(2) value of
a particular hydrogen bond on protonation, provides a quantita-
tive estimate of the modification in the strength of that hydrogen
bond. As expected for the G:C W:W Cis system, we have ob-
served, (i) protonation induced weakening of the inter base hy-
drogen bonding where O6 of guanine acts as a hydrogen bond
acceptor (∆E(2) = -8.3kcal/mol) and (ii) protonation induced
strengthening of the other two hydrogen bonds, where N1 and
N2 of guanine acts as a hydrogen bond donor (∆E(2) = 9.7 and
12.8kcal/mol, respectively). Corresponding changes in the en-
ergy gaps between the NBOs of the hydrogen bond donors and
acceptors are shown in Figure S1, ESI†. The significant conclusion
arising out of these computations is that, N7 protonation results
in an improved base pairing interaction without the disruption of
its inherent geometry (RMSD < 0.3Å). The small RMSD (0.26Å)
is possibly largely due to the increase in planarity (Buckle = 0.20,
Open angle = 1.94 and Propeller twist = 0.24), characteristic of
improved base pairing, as can be seen in Table S2, ESI†.
Similar trends in the protonation induced modification of inter
base pair hydrogen bond interactions are observed in G:U W:W
Cis wobble base pair. However, though noticeable, the protona-
tion induced gain in stability of the GU wobble pair is not as re-
markable (∆∆Egas

int = 6.4 and ∆∆Esol
int = 0.4 in kcal/mol) as in the

GC case (∆∆Egas
int = 10.6 and ∆∆Esol

int = 1.8 in kcal/mol). This is be-
cause protonation mainly impacts the HF component (dominated
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remarkably, the geometry of the Levitt base pair, on isolated
optimization, converges to a significantly different geometry
compared to its recurrently occurring crystal geometry.71,102

Oliva et al. have shown earlier that, metal ion co-ordination
or archaeosine modification at N7 position of guanine may
stabilize the structure of the Levitt base pair in the context of
tRNA.35,36 Further, they have observed that, approximately
two-third of the detected G:C W:W Trans base pairs in RNA
crystal structures are also engaged in additional hydrogen
bonding interactions, which include interaction with sur-
rounding water molecules and phosphate groups, and for-
mation of base triples and quadruples.98 Our analysis of
the non redundant set of 167 RNA crystal structures also
reveal similar trends, where among the 118 occurrences of
the Levitt base pair, it is found to be involved in extra hydro-
gen bonding interactions with neighboring bases (12 times),
with phosphate groups (51 times) and with water molecules
(30 times), along with metal ion coordination at the hoog-
steen edge of guanine (13 times).

2. G:rC W:S Cis : This base pair has also been reported to
change its edges of interaction, on geometry optimization,
and, to converge to the canonical G:C W:W Cis geometry.103

Nevertheless, we have found that, it is a conserved base pair
between C366 and G394 residues of 16S rRNA and occur at
the end of a helical stem, where it remains stacked between
a canonical GC pair and a flanking cytosine base (as shown
in Figure S2, ESI†). Earlier, for the case of Levitt base pair,
it has been shown that such stacking interactions are not
sufficient for stabilizing the inherently unstable crystal ge-
ometry.35 Further, analysis of RNA crystal structures, unlike
that in the Levitt base pair case, rules out the possibility of
participation of other higher order interactions (base triple,
quadruple, etc.) in stabilizing the W:S Cis geometry. In fact,
we have observed only one instance in the non-redundant
dataset where the G:rC W:S Cis base pair is involved in extra
hydrogen bonding interactions with a third base.∗∗

3. G:G W:H Cis : It has been reported that, on both ab-initio
as well as on DFT based optimization, the geometry of G:G
W:H Cis base pair changes to an alternative G:G W:H Trans
geometry.104 Our context analysis reveals that, in 88 among
the 123 occurrences of the G:G W:H Cis base pair in the
non redundant set of 167 RNA crystal structures, it occurs
within a higher order structure, such as, in a base triple or
quadruple. In most of the cases, the G:G W:H Cis pair is

∗∗ In crystal structure of FMN riboswitch (pdb id: 3F2Q) a base triple is observed
where, Watson-Crick edge of G28 residue interacts with S edge of C13 residue with
cis glycosidic bond orientation and the sugar edge of G28 interacts with hoogsteen
edge of A14 to form a G:A S:H trans base pair.

found as a part of a GGC triple, where the second guanine
of the G:G pair forms a G:C canonical pair via its Watson-
Crick edge. For example, in G9∗G12:C23 triple in tRNA-Leu
which stabilizes the D-arm, G44∗G10:C25 triple of tRNA-Trp
which mediates the interaction of the D-arm with the vari-
able loop, G251∗G254:C272 triple which occurs frequently
in 16S rRNA, etc. In other triples, the second guanine of the
G:G pair is found to participate in a G:A W:W Cis type base
pairing, e.g., in the G1182∗G1160:A1176 motif that occurs
frequently in 16S rRNA. In 15 cases, the second base of these
GGC and GGA triples further interact with an adenine with
its sugar edge to form a G:A S:W Trans or G:A S:S Trans type
base pair, respectively. It is expected that, in these triples and
quadruples, the neighboring interactions account for the sta-
bility of the intrinsic geometry of the G:G W:H Cis pair, that
is absent in QM level geometry optimization protocols. In-
terestingly, we have identified 35 instances, where the G:G
W:H Cis pair is found to be stabilized solely by two inter
base hydrogen bonds, as observed in some conserved posi-
tions of 16S rRNAs, 23S rRNAs and eukaryotic TPP specific
riboswitch in Arabidopsis thaliana. This appears to open up
the possibility of existence of other stabilizing factors apart
from the hydrogen bonding interactions with the neighbor-
ing bases. A comprehensive list of all such occurrences is
provided in section S7 of ESI†.

4. G:U S:H Trans : G:U S:H trans base pair is stabilized by
only one hydrogen bond between N2 of the Guanine and O4
of the Uracil. During unconstrained geometry optimization,
its interaction geometry changes to S:H Cis form, where an
additional hydrogen bond forms between C5 of Uracil and
N3 of Guanine.105 During database analysis we have identi-
fied 75 instances of single hydrogen bonded G:U S:H Trans
base pair in the non-redundant dataset of 167 RNA crystal
structures, out of which 73 instances are part of some higher
order interaction.

We have observed that, ground state optimized geometries of
these four base pairs diverge significantly from their respective
crystal geometries (Figure 2) and are associated with high
RMSD values. In the absence of the solvent effect within the
optimization subroutine, we observe that the base pairs converge
to an entirely different base pairing geometry characterized
by alteration of the edge of interactions, for example, the G:G
W:H Cis base pair (Figure 2.G) is converged to G:G W:W Trans
base pairing geometry on gas phase optimization (Figure 2.H).
Consequently, the gas phase optimized geometries are highly
nonisosteric with the crystal geometry, as suggested by the
remarkable variation in C1′-C1′ distances (Table S2, ESI†).
Interestingly, except for in the case of G:U S:H Trans pair (Figure
2.J), optimization in the solvent phase does not lead to any major
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Table 2 Change in the improper dihedral angle and C2-N2 bond length of the exocyclic amino group (N2) of guanine within a G:A base pair due to
protonation at N7 of guanine. The amino group has two hydrogen atoms — cis (parallel to glycosidic bond) and trans (parallel to the carbonyl oxygen
at O6). Contribution of s–character and p–character towards the total hybridization state of the N2 nitrogen as detected by NBO analysis
corresponding to the two (cis and trans) N-H bonds are given. For G:A W:W Cis pair, the analysis was performed over N-C bonds.

cis hydrogen trans hydrogen
Base pair ψ C2-N2 %s %p total %s %p total
G:A W:W Trans Neut. 33.2 1.38 26.2 73.5 sp 2.8 25.5 74.2 sp 2.9

Prot. 0.4 1.33 30.0 69.8 sp 2.3 31.8 68.1 sp 2.1

G:A W:H Cis Neut. 29.8 1.37 26.8 72.9 sp 2.7 26.7 73.0 sp 2.7
Prot. 14.0 1.34 29.3 70.5 sp 2.4 29.9 69.9 sp 2.3

G:A W:H Trans Neut. 32.0 1.38 25.9 73.9 sp 2.8 26.4 73.3 sp 2.8
Prot. 1.6 1.33 32.3 67.5 sp 2.1 29.1 70.8 sp 2.4

G:A W:W Cis Neut. 28.2 1.37 27.0 72.7 sp 2.7 27.2 72.6 sp 2.7
Prot. 13.1 1.34 30.8 69.2 sp 2.2 30.5 69.4 sp 2.3

G:G W:W Trans Neut. 18.6 1.35 28.6 71.2 sp 2.5 29.5 70.3 sp 2.4
Prot. 0.3 1.33 30.1 69.8 sp 2.3 31.2 68.6 sp 2.2

pairs (that lack the NH2 group at C2 position) takes place only
when the NH2 group of guanine is not involved in other hydrogen
bond interactions (nonparticipating G:A W:W Cis base pairs).106

Thus, where covariation is observed, it is possible that the amino
group does not maintain its inherent pyramidal shape. Of course,
due to the absence of the hydrogen atom coordinates, the ex-
tent of pyramidalization of the amino group can not be detected
within the crystal structure. Our QM level ground state geometry
optimizations reveal that (Figure 3 D), the exocyclic amino group
of neutral G:A W:W Cis pair, as expected, exhibits a nonplanar
geometry accompanied with a longer C2-N2 bond (d2 = 1.37Å)
and a higher degree of pyramidalization (ψ = 28.2◦). However,
protonation at the guanine N7 position leads to an increase in sp2

hybridization of the exocyclic amino group (Table 2) as charac-
terized by a shorter C2-N2 bond (d2 = 1.34Å) with a partially
planar (ψ = 13.1◦) disposition of the amino group (Figure 3 E).
So, in principle, it is possible that there are several nonparticipat-
ing G:A W:W Cis pairs where the guanine is N7 protonated and
is associated with a planar orientation of the amino group. Fur-
ther support can be obtained by looking at the crystal structures
of G:A W:W Cis pair, where guanine’s N2 position is methylated.
It is to be noted that, the methyl substitution allows us to detect
the extent of pyramidalization of the amino nitrogen within the
crystal structure.
One interesting example is found in tRNA, where the G(26):A(44)
W:W Cis base pair is not involved in any kind of neighboring
or tertiary contacts via the NH2 group of guanine and therefore
shows covariation with A(26):G(44) and other W:W Cis pairs like
A:A, A(+):C, G:U, G:C, etc.106 At the same time, in many higher
organisms (eukaryote), G26 residue undergoes a post transcrip-

tional modification (methylation) at N2 position. In the non re-
dundant dataset, there are three examples (PDB Id: 1EHZ, 1EVV
and 1YFG) where both the hydrogens at N2 of G26 are substi-
tuted by methyl (Figure 3.A). The modified G:A W:W Cis pair
(Figure 3.B) is only 0.8 kcal/mol more stable than the normal
base pair (Figure 3.D). Further, we have observed that, in crystal
environment, such double methylation at N2 induces the amino
group to obtain a sp2 geometry characterized by shorter C2-N2
distance (d2=1.34Å) and planarity of the amino group (ψ = 0◦).
For example, d2=1.36Å, 1.34Å and 1.33Å and ψ = 1.83◦, 0◦

and 0◦ for double methylated G26 residue found in 1EHZ, 1EVV
and 1YFG PDB files, respectively. In the absence of the crystal
environment (Figure 3.B), the optimized geometry of the mod-
ified 2M2G:A W:W Cis pair maintains the sp3 geometry of the
amino group with accompanying pyramidalization (ψ = 23.4◦)
and longer C2-N2 bond (d2 = 1.38Å). However, invoking of pro-
tonation at N7 position of guanine, results in a sp2 hybridized
geometry of the exocyclic nitrogen (d2 = 1.33Å and ψ = 8.9◦)
and the optimized geometry is significantly close to the crystal
geometry (RMSD = 0.21Å). Therefore, our results suggest that,
in a G:A W:W Cis pair, N2 methylation in conjunction with N7
protonation of guanine can play significant roles in restricting
the pyramidalization of the exocyclic amino group of guanine.
In the absence of post-transcriptional changes like methylation,
especially in prokaryotes, N7 protonation of guanine alone can
exhibit similar effects.
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protonation, the charge distribution at the sugar edge of adenine
(as realized by the NBO charges at the polar sites) also remains
unchanged and therefore is not expected to influence the A-minor
interaction.
The other base pair, rG:A S:W Trans, has the second highest oc-
currence among the guanine sugar edge interactions (566 times
in non redundant data set) and is found to occur frequently in the
hairpin regions, e.g., in motif id HL_4QCN_22, HL_88311.7, etc.
in FR3D database of RNA loops (rna.bgsu.edu/rna3dhub/loops).
As shown in Figure 6.E and 6.F, among the three inter base hydro-
gen bonds, protonation at N7 position of guanine (i) strengthens
(∆E(2) = 19..4kcal/mol) the first hydrogen bond (labeled as 1),
(ii) weakens (∆E(2) = -5.4kcal/mol) the second one (labeled as
2) and (iii) does not affect the third hydrogen bond between the
O2′ of guanine and N6 of adenine (∆E(2) = 0.4kcal/mol). The
N7 protonation of guanine therefore does not influence the over-
all stability of the rG:A S:W Trans base pair.
The other base pair, G:G W:W Trans, also does not show any no-
ticeable N7 protonation induced changes, in terms of, (a) inter-
action energy (∆∆Esol

int = -0.1kcal/mol), (b) intra base pair trans-
lational and rotational geometry and change in C1′-C1′ distance
(Table S2, ESI†), (c) hybridization state of exocyclic amino group
of guanine (Table 2) and (d) charge redistribution of the free
sugar edges of guanine (Figure 6.A, 6.B and 6.C). However it
is interesting to note that, G:G W:W Trans pair is a conserved in-
teraction between the residues G1025 and G1139 in 23S rRNA
where the G1139 residue further interacts with the sugar edge
of A1143 residue in trans orientation. Protonation also does not
have any significant impact on the stability of this particular GGA
triple (∆Esol

int (neutral) = -18.9kcal/mol and ∆Esol
int (protonated) =

-19.5kcal/mol). However, there is an interesting consequence of
the fact that neutral as well as the protonated variant of the G:G
W:W Trans base pair have equally high interaction energy. We
have seen earlier that neutral G:G W:H Cis base pair (system
5) converges to the W:W Trans geometry on ground state opti-
mization, and show similar interaction energy (∆Esol

int (neutral) =
-12.8kcal/mol). This change of geometry ‘away from experimen-
tal geometry’ is prevented by N7 protonation of the first guanine.
It implies that, the W:H Cis geometry would not possibly have
occurred in crystal structures, unless the guanine was N7 pro-
tonated. Interestingly, protonation of guanine in the new G:G
W:W Trans geometry does not allow the reverting back to the
W:H Cis geometry, since, the ∆Esol

int of protonated W:W Trans is
-12.9kcal/mol, which is 1.4kcal/mol higher than the protonated
W:H Cis geometry (Figure 2.I and Figure 6.C).
Such versatile roles of nucleobase protonation is not limited to
guanine N7 protonation only. Earlier we have reported guanine
N3 protonation mediated geometric switches between G:G H:S
Trans and G:G W:H Trans geometries.44,71 In the absence of N3
protonation, the G:G H:S Trans base pair converges to the G:G

W:H Trans geometry, which again on protonation at N3 position
does revert back to G(N3+):G H:S Trans geometry.

4 Conclusions

The occurrence of Class II protonated nucleobases, where the
protonated edge does not participate in base pairing, is difficult
to detect directly in experimental X-ray crystal structures of nu-
cleic acids. Their occurrence may however be indirectly inferred
by following up on the experimental evidences of protonation in-
duced changes in electronic structure, and consequent changes in
the geometry and interactive properties of the base, as predicted
on the basis of quantum chemical calculation.
To establish the proof of concept, we have systematically inves-
tigated neutral and N7 protonated guanine, and experimentally
observed guanine containing base pairs and triples, using detailed
bioinformtics methods and QM calculations. Our studies reveal
the distinct possibilities of the involvement of the, hitherto unre-
ported, N7 protonated guanine in base pairs and triples in RNA
structures. Apart from canonical G:C W:W Cis and wobble G:U
W:W Cis, we report four other functionally important guanine
containing base pairs which show possibilities for protonation at
the N7 site of their respective guanine moieties. With hydrogen
atoms being ‘invisible’ in X-ray crystal structures, and, in the ab-
sence of other methods of their detection, all these base pairs
had been earlier reported as neutral base pairs. For the canonical
and wobble pairs, we have shown that N7 protonation at guanine
leads to base pairs having higher or equivalent energy of inter-
action, while retaining their respective crystal geometries, on ge-
ometry optimization. The other four base pairs, G:C W:W Trans,
G:rC W:S Cis, G:G W:H Cis and G:U S:H Trans (Figure 2) deviated
greatly from their crystal geometries when geometry optimized as
neutral base pairs. However, when geometry optimized as proto-
nated base pairs, with each having a guanine moiety protonated
at N7, the crystal geometries were retained. Notably, for G:C W:W
Trans, similar divergence from crystal geometry during optimiza-
tion have earlier been explained by invoking cation (Mg2+) ion
coordination, or positively charged archaeosine modification, at
N7 of guanine. The difference in our case is that unlike metal
ions or substituents at N7, proton at N7 can not be detected using
X-ray crystallography.
Following up on the possible role of N7, on other guanine con-
taining base pairs, we could identify three different G:A pairs
(Figure 4) where optimization of the protonated models resulted
in stronger, yet distorted, base pairs without any major changes
in C1′-C1′ distances. Relating the N7 protonation to depyrami-
dalization of guanine’s primary amino group (N2), which in turn
leads to a reduction in the amino acceptor potential of the amino
group, we have proposed the possible involvement of these base
pairs in pH dependent switches. Using the same argument, we
have also proposed the possibility of guanine N7 protonation in
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apparently neutral G:A W:W Cis base pairs, where the amino
group of guanine is sp2 hybridized and is not involved in ter-
tiary and neighbouring interactions, e.g., G26:A44 pair in tRNA
(Figure 3). Our QM analyses further suggest that, due to its in-
fluence on the charge distribution of the free edges of the partner
base in a base pair, guanine N7 protonation can be a crucial fac-
tor in modulation of the stability of higher order interactions in
functional RNAs. Such an example is well demonstrated by the
G46∗G22:C13 triple in tRNAs (Figure 5), where protonation at
N7 position of G46 increases the interaction energy of the triple
by ∼10 kcal/mol.
Revelation of possibility of undetected protonation, as we show
here for N7 protonated guanine, opens up the possibility of the
discovery of undetected protonation in other base pairing systems
also. This, in turn, is expected to have significant applications in
the emerging field of RNA nanotechnology.116 Unraveling of such
versatile roles of nucleobase protonation in RNA, also supports
the hypothesis that, evolutionary origin of RNA may have taken
place in an acidic environment.117,118
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103 J. E. Šponer, N. Špačková, P. Kulhánek, J. Leszczynski and

J. Šponer, J Phys Chem A, 2005, 109, 2292–2301.
104 S. Panigrahi, R. Pal and D. Bhattacharyya, J Biomol Struct

Dyn, 2011, 29, 541–556.
105 A. Mládek, P. Sharma, A. Mitra, D. Bhattacharyya, J. Šponer

and J. E. Šponer, J Phys Chem B, 2009, 113, 1743–1755.
106 J. Šponer, A. Mokdad, J. E. Šponer, N. Špačková, J. Leszczyn-
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