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Journal Name

Multiple coupled landscapes and non-adiabatic dy-
namics with applications to self activating genes

Cong Chena, Haidong Fengb, Kun Zhangc, Jin Wangbac‡ and Masaki Sasaid

Many physical, chemical and biochemical systems (e.g. electronic dynamics and gene regula-
tory networks) are governed by the continuous stochastic processes (e.g. electron dynamics on
a particular electronic energy surface, protein (gene product) synthesis) coupled with the discrete
processes (e.g hopping among different electronic energy surfaces and on and off switching of
genes). One can also think of the underlying dynamics as the continuous motion on a particular
landscape and discrete hoppings among different landscapes. The main difference of such sys-
tems from the intra-landscape dynamics alone is the emergence of the timescale involved in tran-
sitions among different landscapes in addition to the timescale involved in a particular landscape.
Adiabatic limit when inter-landscape hoppings are fast compared to continuous intra-landscape
dynamics has been studied both analytically and numerically, but the analytical treatment of non-
adiabatic regime where the inter-landscape hoppings are slow or comparable to continuous intra-
landscape dynamics remains challenging. In this study, we show that there exists mathematical
mapping of the dynamics on 2N discretely coupled N continuous dimensional landscapes onto
one single landscape in 2N dimensional extended continuous space. On this 2N dimensional
landscape, eddy current emerges as a sign of non-equilibrium non-adiabatic dynamics and plays
an important role in system evolution. Many interesting physical effects such as enhancement of
fluctuations, irreversibility, dissipation and optimal kinetics emerge due to non-adiabaticity mani-
fested by the eddy current illustrated for an N=1 self activator. We further generalize our theory
to N-gene network with multiple binding sites and multiple synthesis rates for discretely coupled
non-equilibrium stochastic physical and biological systems.

Introduction
In physical and biological systems that have frequent energy and
matter exchange with environments (e.g. gene regulatory net-
works), stochasticity is often unavoidable with intrinsic and ex-
trinsic fluctuations1,2. These stochastic processes have been mod-
eled mathematically as drifted Brownian motions, where the sys-
tem evolves in a way similar to a point particle moving diffu-
sively along an underlying landscape. This similarity has led to a
landscape picture where steady states are identified as local min-
imums and non-equilibrium dynamics as flows on the landscape
determined by the landscape gradient and a curl flux measuring
the degree of deviation from detailed balance3–7.

A single landscape, however, is not sufficient for describing the
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process which is dynamically modulated by the discrete change in
the system state as in gene regulatory networks8–10 and molec-
ular motors11–13. By regarding discrete change as hopping be-
tween different landscapes, these processes are described by cou-
pled multiple landscapes, which are characterized with different
timescales, timescale within each landscape and timescale of tran-
sitions among landscapes.

In order to quantify this hierarchy in timescales, we introduce
an adiabaticity parameter ω . Large ω corresponds to the adi-
abatic limit where the inter-landscape hoping is more frequent
than the intra-landscape motion. Due to the rapid transitions, a
single effective landscape emerges from the ‘average’ of multiple
landscapes. In the small ω non-adiabatic limit, the description
can be simplified as the system traps in one of the discrete land-
scapes for a long time7–10,14,15. In the moderate non-adiabatic
region, however, a proper physical understanding and analytical
treatment is still challenging as numerical simulation quickly be-
comes inefficient as system size grows.

In this study, we use a N-gene regulatory network as an ex-
ample to show that by developing a continuous spinor repre-
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sentation and the associated path integral method, the under-
lying 2N discretely (e.g. each gene has 2 discrete states: on
and off) coupled continuous stochastic processes can be mapped
onto stochastic continuous process in a 2N dimensional extended
space. In other words, there exists mathematical mapping of the
dynamics on 2N discretely coupled landscapes onto the one single
landscape in 2N dimensional extended space. Our work, for the
first time, provides a general analytic treatment of non-adiabatic
dynamics for the discretely coupled continuous non-equilibrium
stochastic systems. It gives a physical and quantitative picture
to understand dynamics in non-adiabatic regime. On this 2N
dimensional landscape, eddy current emerges as a sign of non-
equilibrium non-adiabatic dynamics and plays an important role
in system evolution. We also generalize our result to the gen-
eral multi-gene network with each gene of having multiple bind-
ing sites or multiple activated states, so that it can be applied to
variety of gene networks and discretely coupled continuous non-
equilibrium stochastic physical and biological systems.

Many interesting physical effects emerge due to non-
adiabaticity manifested by the eddy current in extended space.
We do a detailed numerical study of N = 1 self-activator as a
special case of our general treatment. Our theory is able to ex-
plain the enhancement of fluctuations in non-adiabatic region.
Most importantly by extending to 2-dimensional space, the tran-
sition between ‘on’ and ‘off’ states becomes irreversible due to
flux emergence in 2-dimensional space. There is energy or heat
dissipation measured by the entropy production associated with
this irreversibility.3 An optimal transition rate can appear at weak
non-adiabatic region. We can see different behavior for ‘on’ to ‘off’
and ‘off’ to ‘on’ transitions due to irreversibility. The optimal rate
can play an important role in gene network evolution and similar
biological systems.

Model

To demonstrate our point, we study an N-gene regulatory net-
work. Other physical and biological systems work in a similar
way (e.g. N-electronic surfaces). For this specific network, each
gene has one binding site on which one of the transcription fac-
tors can be bound. As a result, each gene has discrete on/off
states that have different transcription expression levels16. The
whole N-gene network has 2N discrete states. We use s to de-
note a specific discrete (gene on and off) state of the network,
and Ps(n, t) to denote the probability of the system at state s with
protein numbers n = (n1,n2, . . .nN). The master equation is 2N

dimensional. Especially for N = 1 self activator motif where the
transcription factor is a dimer, the master equation is

∂tP1(n) =
h0

2
(n+2)(n+1)P0(n+2)− f P1(n)

+ g1(P1(n−1)−P1(n))+ k((n+1)P1(n+1)−nP1(n))

∂tP0(n) = −h0

2
n(n−1)P0(n)+ f P1(n−2) (1)

+ g0(P0(n−1)−P0(n))+ k((n+1)P0(n+1)−nP0(n))

Here g/k is the protein synthesis/degradation rate, h/f is the
binding/unbinding rate. At large volume limit, protein concen-
tration x = n

V0
becomes continuous. After dropping out higher

order terms of 1
V0

master equation becomes:

∂t

(
P1(n)
P0(n)

)
=

(
−∂xF1 +∂ 2

x D1

−∂xF0 +∂ 2
x D0

)(
P1(n)
P0(n)

)

+

(
− f h

f −h

)(
P1(n)
P0(n)

)
(2)

Where we define h= h0
2 n2, redefine k = k ·V0. The driving forces

and diffusion coefficients are F1 =
1

V0
(g1−kx), F0 =

1
V0
(g0−kx) and

D1 =
1

2V 2
0
(g1 + kx), D0 =

1
2V 2

0
(g0 + kx).
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Fig. 1 One-dimensional landscape of self activator at different
adiabaticity

This equation has the form of coupled Fokker-Planck equation.
The first operator matrix H0 defines 2 discrete Fokker-Planck
landscapes. The second operator matrix Hb describes the hop-
ping processes that couple the discrete landscapes. As we can see
from Fig. 1, at ω = 0.001 when the coupling is weak, steady state
shows two Fokker-Planck basins. At ω = 1000 when the coupling
is strong, the two basins merge into one. In a more general N-
gene network, the dynamic master equation is 2N dimensional.
For each of the s-components which corresponds to a specific spin
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state we have:

∂
∂ t

Ps(n, t) = ∑
i for si=1

hi jPs′(n1, . . .ni−1,ni −2,ni+1, . . .nN , t) (3)

+ ∑
i for si=0

fi jPs′′(n1, . . .ni−1,ni +2,ni+1, . . .nN , t)

− ∑
i for si=0

hi jPs(n1, . . .ni−1,ni,ni+1, . . .nN , t)

+ ∑
i for si=1

fi jPs(n1, . . .ni−1,ni,ni+1, . . .nN , t)

+ ∑
i for si=1

gi
1(Ps(n1, . . .ni−1,ni −1,ni+1, . . .nN , t)−Ps(n, t))

+ ∑
i for si=0

gi
0(Ps(n1, . . .ni−1,ni −1,ni+1, . . .nN , t)−Ps(n, t))

+ ki((ni +1)Ps(n1, . . .ni−1,ni +1,ni+1, . . .nN , t)−niPs(n, t))

Here s′ corresponds to the spin configuration where s′i = 0 while
si = 1 and the rest components of s and s′ are the same. s′′ cor-
responds to the spin configuration where s′′i = 1 while si = 0 and
the rest equal. In the case the transcription factor is dimer hi j

has the form of h̃i j
2 n j(n j − 1). In the large volume limit, protein

concentration xi =
ni
V0

becomes continuous. The master equation
above has the form of coupled Fokker-Planck equation:

∂
∂t

Ps(x, t) = ∑
i for si=1

hi jPs′(x, t)+ ∑
i for si=0

fi jPs′′(x, t) (4)

− ∑
i for si=0

hi jPs(x, t)− ∑
i for si=1

fi jPs(x, t)

− 1
V0

∑
i for si=1

∂xi(g
i
1Ps(x, t))+ ∑

i for si=1

1
2V 2

0
∂ 2

xi
(gi

1Ps(x, t))

− 1
V0

∑
i for si=0

∂xi(g
i
0Ps(x, t))+ ∑

i for si=0

1
2V 2

0
∂ 2

xi
(gi

0Ps(x, t))

+ ∑
i

1
V0

∂xi(k
ixiPs(x, t))+

1
2V 2

0
∑

i
∂ 2

xi
(kixiPs(x, t))

Again it has the form of coupled Fokker-Planck equation.

d
dt

Ps(n, t) = ∑
s′

Hss′Ps′(n, t) = ∑
s′
(H0ss′ +Hbss′)Ps′(n, t) (5)

H in the above equation can be decomposed as H =

H0 +Hb, where H0 is diagonal and describes protein synthe-
sis/degradation, and Hb represents the binding/unbinding pro-
cesses with non-diagonal elements describing hopping between
discrete on and off gene states. H0 has terms of gi

0, gi
1 and ki,

where gi
0 and gi

1 are the protein synthesis rates of i-protein when
i-gene is at unbound and bound states, respectively. ki is the
degradation rate of i-protein. In Hb, we use hi j and fi j, where
hi j is the binding rate of j-protein with i-gene, fi j is the corre-
sponding unbinding rate. In the case where the transcription fac-

tor is dimer, hi j =
1
2 h̃i jn j(n j − 1). fi j eaquals k ×ω is constant.

As mentioned, the key character of such system is the hierarchy
of two timescales, one for protein synthesis/degradation and the
other for gene activation/repression. To quantify this timescale
hierarchy, we introduce adiabaticity parameter as ω = f/k. Other
parameters we use to set up the networks are Xeq = f/h (equilib-
rium constant of binding), Xad = (g0 + g1)/2k (synthesis relative
to degradation) and δX = (g1 − g0)/2k (difference in on and off
synthesis). We can make discrete protein copy numbers ni con-
tinuous by considering large volume limit, and replace ni with
concentration xi = ni/V0. In this way, we always work in the con-
tinuous x-space.

In the self activator example we considered, H0 defines 2 dis-
crete Fokker-Planck states and Hb describies the coupling be-
tween these states. Adiabaticity ω describes the relative strength
of Hb and H0. When ω is large, we arrive at the adiabatic limit.
From the master equation, Hb dominates over H0, so that we
are always close to the steady state r0 of Hb: Hbr0 = 0. For self-
activator, r0 = ( h√

h2+ f 2
, f√

h2+ f 2
)T . The master equation becomes

∂tP(n, t) = 1T H0(P(n, t)r0), which has the form of one-dimensional
FPE9,17. The other limit, when ω is small, corresponds to the
weakly coupling case where hopping between different states is
rare. H0 dominates over Hb. Because H0 is 2 dimensional and
diagonal, if we prepare the initial state at one of the 2 discrete
states, the system tends to be trapped there for a long time. This
is exactly what we see from Fig. 1.

The moderate ω non-adiabatic regime is of particular interest.
As has been pointed out, dynamics in this region can be crucial
to physical and biological system dynamics7,10,15. However, in
this regime, terms in H0 and Hb are comparable, the adiabatic
approximation no longer works. For general N-gene network, al-
though the master equation is exact, its size grows as 2N , numeri-
cal simulation quickly becomes non-efficient. A clear physical and
analytical picture is needed to find a way around this.

Path Integral and Effective Lagrangian

The master equation has the form of Schrödinger equation. The
2N × 1 state vector P plays the role of wavefunction. H =

H0 +Hb becomes the hamiltonian operator when acting on P.
Though H is non-hermitian, reflecting the non-equilibrium fea-
tures of the system, the change of gene on/off states is similar to
the change of spin-up/down states of electron18. To quantify the
‘spin state’ of the ith gene, we use spinor |si⟩ parameterised by θi

and ϕi.

|si⟩=

(
cos2 θi

2 eiϕi/2

sin2 θi
2 e−iϕi/2

)
⟨si|=

(
e−iϕi/2, eiϕi/2

)
(6)

With spin up representing the bound state and spin down the
unbound state. This spinor is properly normalized: ⟨si|si⟩= 1, the
identity operator in spin space can be written as:

Is = ∏
i

1
4π

∫
d cosθidϕi |si⟩⟨si| (7)
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The amplitude in the two components of |si⟩ has the phys-
ical meaning of the probability of the corresponding binding
site being at bound/unbound state. A general state of the
system |x,s, t⟩can be described with protein copy number x =

(x1,x2, . . .xN) and ‘spin’ state s = s1 ⊗ s2 . . .sN .
Path integral method tells us that the transition prob-

ability from an initial point with protein concentration

xi = (x1
i ,x

2
i , . . .x

N
i )(with 1,2, . . . ,N labeling genes or proteins)

and spin states si at time ti to the final point with (x f ,s f , t f )

can be calculated by sum over all paths connecting these
two points with exponential weight proportional to the in-
tegral of effective lagrangian along the path19. That is:

P(x f ,s f , t f |xi,si, ti) = ⟨x f ,s f |e
∫ t f

ti H dτ |xi,si⟩

= ⟨x f ,s f |

[
lim

∆t→0
∏
∆t

Ix ⊗ Is(1+H ∆t)Ix ⊗ Is

]
|xi,si⟩

= ⟨x f ,s f | lim
∆t→0

( τ=t f

∏
τ=ti+∆t

|p,s,τ⟩⟨p,s,τ|(1+H ∆t) |p,s,τ −∆t⟩⟨p,s,τ −∆t|

)
|xi,si⟩

= const∏
i

DxD pD cosθiDϕie−L dt (8)

Here, L is the effective lagrangian, which contains 2N coordi-
nate q-like variables xi and ci with ci being the probability of the
si = 0 state, and 2N momentum p-like variables pi and ϕi.

To simplify our notation we will note sin2(θi/2) as ci,
thus cos2(θi/2) = 1 − ci The matrix element ⟨p,s,τ|(1 +

H ∆t) |p,s,τ −∆t⟩ receives contribution from 3 parts:

⟨p,s,τ|1 |p,s,τ −∆t⟩= 1+ i∑
i

piẋi∆t − i∑
i

ϕiċi∆t (9)

⟨p,s,τ|H0 |p,s,τ −∆t⟩= ∑
i

1
V0

(−ipi)(gi
0 − kixi)ci +∑

i

1
V0

(−ipi)(gi
1 − kixi)(1− ci)

−∑
i

1
2V 2

0
p2

i (g
i
0 + kixi)ci −∑

i

1
2V 2

0
p2

i (g
i
1 + kixi)(1− ci) (10)

⟨p,s,τ|Hi |p,s,τ −∆t⟩= ∑
i

∑
j

(
−hi jci +hi jcie−iϕi + fi j(1− ci)eiϕi − fi j(1− ci)

)
(11)

The effective lagrangian L , turns out to be:

−L = ∑
i

ipi
d
dt

xi −∑
i

iϕi
d
dt

ci (12)

∑
i

1
V0

(−ipi)(gi
0 − kixi)ci +∑

i

1
V0

(−ipi)(gi
1 − kixi)(1− ci)

∑
i

1
2V 2

0
p2

i (g
i
0 + kixi)ci −∑

i

1
2V 2

0
p2

i (g
i
1 + kixi)(1− ci)

∑
i

∑
j

(
−hi jci +hi jcie−iϕi + fi j(1− ci)eiϕi − fi j(1− ci)

)
Effective langrangian is equivalent to Hamiltonian in providing

dynamics information. Under spinor representation it is possible

to map the original dynamics in continuous x space with discrete
gene states into continuous dynamics in x space and spin space.

Deterministic Dynamics and Intrinsic Noise

Effective lagrangian provides information of dynamics in continu-
ous x space as well as in spin space. To reduce the dimensionality
and concentrate on the dynamics in the observable space, we can
integrate out the conjugate variables. We do so by expanding over
conjugate variables pi and ϕi. The first order terms correspond to
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classic dynamics, or deterministic dynamics:

−Lcl = ∑
i

ipi
d
dt

xi −∑
i

iϕi
d
dt

ci

+∑
i

1
V0

(−ipi)(gi
0 − kixi)ci +∑

i

1
V0

(−ipi)(gi
1 − kixi)(1− ci)

+∑
i

∑
j

iϕi
(

fi j(1− ci)−hi jci
)

(13)

When integrating over ϕi and pi, Lcl contributes 2N delta func-
tions, providing 2N deterministic equations for xi and ci.

ẋi =
1

V0

(
gi

0ci +gi
1(1− ci)− kixi

)
ċi = ∑

j

(
fi j(1− ci)−hi jci

)
(14)

We notice that though we didn’t use self-consistent assumption, at
deterministic level we obtain the same result as the self-consistent
approach with zero-fluctuation hamiltonian equations20: ẋ =
∂H
∂ p

∣∣
p=0 and ċ = ∂H

∂ϕ
∣∣
ϕ=0.

As we go to the next leading order, we obtain quadratic terms of
conjugate variables pi and ϕi. This corresponds to semi-classical
dynamics.

−Lsc = −∑
i

1
2V 2

0
p2

i (g
i
0 + kixi)ci −∑

i

1
2V 2

0
p2

i (g
i
1 + kixi)(1− ci)

−∑
i

1
2

ϕ 2
i

(
∑

j

(
fi j(1− ci)+hi jci

))
(15)

After the Hubbard-Stratonovich transformation, quadratic terms
provide gaussian intrinsic fluctuations21. This suggests the effec-
tive dynamics is governed from the original 2N ×N dynamics to
now by a 2N dimensional coupled Langevin system with coordi-
nate dependent diffusion coefficients:

ẋi =
1

V0
(gi

0ci +gi
1(1− ci)− kixi)+ηxi, (16)

ċi =
N

∑
j=1

fi j(1− ci)−
N

∑
j=1

hi jci +ηci, (17)

with ηxi and ηci being intrinsic gaussian noises;

⟨ηxi(t)ηx j (t
′)⟩= 1

V0
2

(
gi

0ci +gi
1(1− ci)+ kixi

)
δi jδ (t − t ′),

⟨ηci(t)ηc j (t
′)⟩=

(
∑

j

(
fi j(1− ci)+hi jci

))
δi jδ (t − t ′).

If we view the problem in terms of probability distribution, the
coupled Langevin equations are equivalent to a 2N dimensional
FPE governed system:

∂tP(n,s, t) =−∑
xi

∂xi(Fxi P)−∑
ci

∂ci(Fci P)

+∑
xi

∂ 2
xi
(Dxixi P)+∑

ci

∂ 2
ci
(Dcici P). (18)

Mapping the system stochastic dynamics to the probability evo-
lution via FPE provides a landscape picture for dynamics espe-
cially in the non-adiabatic region. Define potential U from the
steady state probability distribution ρSS as U = − logρSS. The
stable steady states correspond to local minimums of U . The
stability of the steady state is determined by the geometry or
depth of the basin. Probability conservation tells us the steady
state flux is: jSS

i = −Fiρss + ∂ j(Di jρss) and ∇ · j = 0. The steady
state flux is divergent free and therefore a rotational curl. If
we define F̃i = Fi − (∂ jDi j), the steady state flux can be writ-
ten in a way similar to what we have in constant diffusion co-
efficient case: j = −FρSS + ∂ · (DρSS) = −F̃ρSS + D · ∂ρSS. The
driving force can be decomposed into a gradient part plus a curl
part: Fi = −Di j∂ jU + jss

i /ρss + ∂ jDi j or F̃i = −Di j∂ jU + jss
i /ρss.3.

The system undergoes a drifted Brownian motion on this 2N-
dimensional extended space landscape. If there’s only conserva-
tive gradient force, the system would be equilibrated at a steady
state and there is no flux. The non-zero steady state flux, or
eddy current gives a quantitative measure of the detailed balance
breaking. As we sill see in the self activator example, it plays an
important role in entropy production and non reversible system
dynamics.

Generalization to N-gene network with multiple binding sites

The example we considered with each gene has only one binding
site is rather simplified. If we consider each gene can have up
to M binding sites, then each gene has 2M discrete spin states.
For instance, when M = 2, the i-gene state has 2M = 4 discrete
states: (Psi=00(n, t),Psi=10(n, t),Psi=01(n, t),Psi=11(n, t))T . These 2M

discrete states can have different protein synthesis rate; instead
of gi

0 and gi
1 now we have 2M different gi

si
. We introduce an extra

index 1 ≤ µ ≤ M to distinguish different binding sites on the same
gene. The "spin" state of ith gene can be represented as |si⟩ =
∏M

µ=1 |s
µ
i ⟩. The identity operator in spin space is:

Is =
N

∏
i=1

(
1

(4π)M

M

∏
µ=1

(∫ 1

0
dcµ

i

∫ 2π

−2π
dϕ µ

i

)
|si⟩⟨si|

)

The probability of propagation can still be calculated using path
integral when we pay special attention to the index µ. Follow a
similar routine we get effective Lagrangian:

−L = ∑
i

ipiẋi −∑
i

iϕ µ
i ċµ

i

+∑
i

1
V0

∑
si

gi
si

∏
sµ

i =1

(1− cµ
i ) ∏

sν
i =0

cν
i

− kixi



− 1
2V 2

0
∑

i
p2

i

∑
si

gi
si

∏
sµ

i =1

(1− cµ
i ) ∏

sν
i =0

cν
i

+ kixi


+∑

i, j
∑
µ
[−hµ

i jc
µ
i +hµ

i jc
µ
i e−iϕ µ

i

+ f µ
i j (1− cµ

i )e
iϕ µ

i − fi j(1− ci)]
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Fig. 2 Steady state distribution of self-activator in extended space at (a): ω = 1000, (b):ω = 1, (c):ω = 0.01

When expand the effective lagrangian over pi and ϕ µ
i up to

the second order, we see the coupled FPE system is equivalent to
N(M+1) dimensional coupled Langevin equations:

ẋi =
1

V0

∑
si

gi
si

∏
sµ

i =1

(1− cµ
i ) ∏

sν
i =0

cν
i

− kixi

+ηxi ,

ċµ
i = ∑

j
f µ
i j (1− cµ

i )−∑
j

hµ
i jc

µ
i +ηcµ

i
(19)

⟨ηxi(t)ηx j (t
′)⟩= 1

V 2
0

∑
si

gi
si

∏
sµ

i =1

(1− cµ
i ) ∏

sν
i =0

cν
i

− kixi

δi jδ (t − t ′)

⟨ηcµ
i
(t)ηcν

j
(t ′)⟩=

(
∑

j

(
f µ
i j (1− cµ

i )+hµ
i jc

µ
i

))
δµν δ (t − t ′) (20)

Generalization to gene with multiple transcription level

However, if the genes are regulated also by mechanism such
as chromatin structure change10,15,22,23 or histone modifica-
tion24–26, it should be reasonable to assume that a single gene
has more than two states. Then, it is proper to introduce a multi-
ple component spinor:

|si⟩=


c1

i eiϕ 1
i /2

...
cM

i eiϕ M
i /2

 ⟨si|=
(

e−iϕ 1
i /2 . . . ,e−iϕ M

i /2
)

(21)

The normalization condition ∑µ cµ
i = 1 is preserved by the form

of Hi. In the example of N = 1 network where there is one x
variable and (M − 1) independent cµ variables. Assume we can
still write down the master equation in the coupled FPE form:

∂tPs(n, t) = ∑
s′
(H0 +Hi)ss′Ps′(n, t) (22)

where H0 is diagonal in s space and Hb describes the jumping

processes. The identity operator in s space would look like:

Is =
M

∏
µ=1

(
1

4π

∫ 1

0
dcµ

∫ 2π

−2π
dϕ µ |s⟩⟨s|

)
(23)

Start with coupled FPE that has Schrodinger Equation like form
and follow path integral formula we get the transition probability
from initial state |xi,si, ti⟩ to final state |x f ,s f , t f ⟩ to be:

P(x f ,s f , t f |xi,si, ti) = ⟨x f ,s f |e
∫

H dt |xi,si⟩ (24)

= const∏
i,µ

∫
DxiD piDcµ

i Dϕ µ
i e−

∫
L dt

Plug in the identity operator in x space and new one in s spcae.
Similarly we have:

⟨p,s, t|1|p,s, t −∆t⟩= 1+ i∑
i

piẋi∆t + i
1
2 ∑

i,µ
ϕ µ

i ċµ
i ∆t (25)

⟨p,s, t|H0|p,x, t −∆t⟩= ∑
s

′
[
(H0)ss ∏

i
ci(s)

]
(26)

⟨p,s, t|Hi|p,x, t −∆t⟩= ∑
s,s′

′′
[
(Hi)ss′ ∏

i
ci(s′)ei(ϕ ν−ϕ µ )/2

]
(27)

effective Lagrangian turns out to be:

−L = i∑
i

piẋi +
i
2 ∑

i,µ
ϕ µ

i ċµ
i +∑

s

′
[
(H0)ss ∏

i
ci(s)

]

+∑
s,s′

′′
[
(Hi)ss′ ∏

i

(
ci(s′)ei(ϕ ν−ϕ µ )/2

)]
(28)

Here ∑′
s is a sum over all possible s with si at the µ state. ∑′′

s,s′

is a sum over all possible s and s′ with si at the µ state and s′i
at the ν state. As in the L = 2 case, H0 alone defines the LN

N-dimensional x space FP landscapes with proper driving force
and intrinsic fluctuation. Hb is non-diagonal . The adiabatic pa-
rameter ω can be defined as ω =

|typical element of Hb|
|typical element of H0| to reflect the

time scale hierarchy of the two sets of processes. We notice that
out of the L cµ elements only L− 1 are independent due to the
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probability conservation.

The first order terms, corresponding to deterministic classical
dynamics, are:

−Lcl = i∑
i

piẋi +
i
2 ∑

i,µ
ϕ µ

i ċµ
i +∑

s

′∑
i

pi
∂ (H0)ss

∂ pi
∏

j
c j(s)

+ ∑
s,s′

µ ̸=ν

[
(Hi)ss′

i(ϕ ν −ϕ µ )

2 ∏
i

ci(s′)

]
(29)

After integration over pi and ϕ µ
i , this contributes delta func-

tions which provide deterministic equations:

ẋi = i∑
s

′
[(

∂ (H0)ss

∂ pi

)∣∣∣∣
p=0

·∏
j

c j(s)

]
(30)

ċµ
i = ∑

s,s′
s′i=ν ̸=µ=si

[
(Hi)s′s ∏

j
c j(s)− (Hi)ss′ ∏

j
c j(s′)

]
(31)

Especially the normalization is conserved at classical level:

∑
µ

ċµ
i = ∑

s,s′
si ̸=s′i

[
(Hi)s′s ∏

i
ci(s)− (Hi)ss ∏

i
ci(s′)

]
= 0 (32)

The quadratic terms provide information of intrinsic fluctuation.
We are extremely interested in cµ

i part. Notice that cross terms
like ϕ µ ϕ ν don’t contribute after integration. We are left with
quadratic terms of ϕ µ

i :

Lsc =
1
2 ∑

s
∑

i
p2

i

(
∂ 2(H0)ss

∂ p2
i

)
(33)

− 1
8 ∑

s,s′
si=µ ̸=ν=s′i

(Hi)ss′(ϕ µ 2 +ϕ ν 2
)∏

i
ci(s′)(ϕ µ 2 +ϕ ν 2

)

Just like in M = 2 spinor case we have worked out, the
quadratic terms, after HubbardStratonovich transformation, pro-
vide non-constant gaussian fluctuation:

ẋi = i∑
s

′
[(

∂ (H0)ss

∂ pi

)∣∣∣∣
p=0

·∏
j

c j(s)

]
+ηxI (34)

ċµ
i = ∑

s,s′
s′i=ν ̸=µ=si

[
(H j)s′s ∏

i
c j(s)− (Hi)ss′ ∏

j
c j(s′)

]
+ηcµ

i
(35)

with diffusion coefficients:

⟨ηxi(t)ηx j (t
′)⟩=−∑

s

[
∂ 2

∂ 2
pi

(H0)ss

(
∏

j
c j(s)

)]
δi jδ (t − t ′) (36)

⟨ηcµ
i
(t)η

cξ
i
(t ′)⟩= ∑

s,s′
si=µ ̸=ν=s′i

[
(H j)s′s ∏

i
c j(s)+(Hi)ss′ ∏

j
c j(s′)

]
δµξ δ (t − t ′) (37)

Because only L−1 of the L cµ
i variables are independent, those

are N × L dimensional coupled Langevin equations. From the
view of probability distribution, this is equivalent to a N ×L di-
mensional FP landscape system with N-dimensional x space and
N × (L−1) c-space. The evolution in the continuous spinor coor-
dinate c-space plays an important role in the network evolution,
especially in the non-adiabatic region. At adiabatic limit, because
the dynamics of c variables are totally determined by x-variables,
we go back to the N-dimensional x-space FP landscape picture.
When L = 2, we get back to the on/off N-gene network in the last
section.

Application to self activator

We will apply our theory to a self activating motif with transcrip-
tion factor being dimer. This is one of the basic building bricks of
larger networks.The master equation, in large volume limit, has
the form of coupled Fokker-Planck equation as in Eq.(2). Intro-
ducing two components spinor to quantify the binding site, the

equivalent two dimensional Fokker-Planck equation in extended
space is:

∂
∂ t

P =−∂x(FxP)−∂c(FcP)+∂ 2
x (DxP)+∂ 2

x (DcP) (38)

with driving force and diffusion:

Fx =
1

V0
(cg0 +(1− c)g1 − kx)

Fc = f (1− c)− 1
2

h0x2c

Dx =
1

2V 2
0
[cg0 +(1− c)g1 + kx]

Dc =
1
2
[ f (1− c)+

1
2

h0x2c] (39)

As Fig. 1 suggests, when ω is small, the coupling between
on/off state is weak. The landscape shows two separate basins.
At adiabatic limit(ω = 1000), the two basins merge into one as
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adiabatic approximation suggests. As Fig. 2 shows, in the new
formalism of Fokker-Planck system in extended space, the two
separate basins at small ω show up at c = 0 ‘on’ state and c =

1 ‘off’ state. As ω increases, the two basins move against each
other and at adiabatic limit coincide at almost the same location,
correspond to single peak at adiabatic limit.

The adiabatic approximation that maps the system to a
1-dimensional Fokker-Planck system, though numerically a
good approximation, lacks the ability to demonstrate non-
equilibriumness of the system as there is no curl flux in one-
dimensional systems. One-dimensional system is governed by
equilibrium gradient driving force and always leads to detailed
balance. In our new formalism, as showed in Fig. 3 that the
non-trivial flux (white arrows) originated from the spin coupling
emerges in the expanded x-c space as a sign of system being at
non-equilibrium state.

The Fano Factor of steady states, defined as variance/mean,
quantifies the global stability. For a single Poisson peak, Fano
Factor equals one. Large fano factor indicates large deviation
from single Poisson peak and large fluctuation. Fig. 4(a) shows
how Fano factor changes with adiabaticity. In the adiabatic
limit, as adiabatic approximation suggests, due to frequent bind-
ing/unbinding processes, system is always close to the steady
state of Hb. It is a weighted average of ‘on’ and ‘off’ peak and
is itself Poisson like. The fano factor is close to one. In the mod-
erate non-adiabatic region, Fano factor increase as adiabaticity
decreases. It is because when the coupling between ‘on’ and ‘off’
states is weak, the adiabatic peak splits into ‘on’ and ‘off’ peaks
that contribute to Fano factors.

While for 1-dimensional landscape of self activator, the driving
force is purely gradient, the transitions from both off to on and
on to off are reversible. When extended to 2-dimensional land-
scape the transition paths are clearly non-reversible with emer-
gence of eddy-current in addition to gradient component. The
2-dimensional landscape makes it possible to study irreversible
optimal transitions between off and on states. We focus on the
mean first passage time (MFPT) for both on to off and off to
on states. From Fig. 4(b) we see a kinetic turnover behavior
where an optimal time or transition rate exists with respect to
adiabaticity. From mean first passage time, we see that in the adi-
abatic regime, the discrete landscapes are strongly coupled. The
rate limiting step is determined by the adiabatic barrier between
the two states on a single effective landscape (intra-landscape dy-
namics). Decreasing the ω decreases the coupling between dis-
crete landscapes. The ‘averaged’ single basin at adiabatic limit
splits into ‘on’ and ‘off’ states as ω decreases. The effective barrier
becomes less than the one in the adiabatic case and the transition
rate become higher. On the other hand, in the small ω regime,
the rate limiting step is determined by the non-adiabatic jumping
between the landscapes. The discrete landscapes are weakly cou-
pled, system tends to stay in either ‘on’ or ‘off’ state for a long
time. Decreasing the ω further decreases the frequency or proba-
bility of jumping and therefore the transition rate decreases. This
explains the turnover behavior of rate or kinetic time with respect
to adiabaticity ω.14,27

Difference in forward and backward three-point correlation

functions, as Fig. 4(c) shows, indicates the system evolution is
irreversible in time due to the presence of the flux that breaks
detailed balance. As ω decreases (non-adiabaticity increases),
the irreversibility becomes more pronounced. We should note
that these non-equilibrium features become more evident as ω
decreases from the adiabatic regime to the non-adiabatic regime.

The entropy production rate representing the dissipation di-
rectly associated with the degree of deviation from equilibrium,
is closely related to the new flux in extended space. Fig. 4(d)
shows EPR decreases as ω increases. The non-zero flux promotes
the non-adiabatic fluctuations and dissipation in the smaller ω
regime. Three-point correlation and entropy production rate both
show that non-adiabatic regime where the discrete landscapes are
weakly coupled shows higher deviation from the equilibrium re-
flected by the higher heat dissipation and higher irreversibility.
Our theory provides a unified landscape theory in this regime
with 2-dimensional eddy current that measures the degree of the
system being deviated from equilibrium.

Above all, our theory is capable to explain the non-equilibrium
and irreversible properties of network dynamics with eddy cur-
rent emerging in extended space, and provides a theoretical
framework to study dynamics (transition rate, path) within a sin-
gle unified landscape for both adiabatic and non-adiabatic dy-
namics.

Conclusions

In this work, we systematically studied discretely coupled stochas-
tic processes and associated non-adiabatic dynamics that are com-
mon in physics and biology. We started with exact master equa-
tions, and showed by using the continuous spinor representation
we are able to map the dynamics in 2N discretely coupled land-
scapes into a single landscape in the extended space. Our result,
at deterministic level, agrees with self-consistent approximation.
It also unveils the role intrinsic fluctuation played in system evo-
lution. Intrinsic fluctuation lies not only in synthesis and degra-
dation processes, but also in the binding/unbinding processes. In
other words, for a coupled Fokker-Planck system (e.g. N-gene net-
work), we have intrinsic fluctuation not only within each of the
discrete Fokker-Planck landscapes, but also in the hopping pro-
cesses. This is clearly demonstrated in the unified landscape for-
malism with fluctuation in both protein concentration x-variables
and discrete state specifying c-variables.

The unified landscape picture provides a theoretical and ana-
lytical framework for non-equilibrium dynamics at non-adiabatic
region. The mapping from 2N discretely coupled N-dimensional
stochastic system into a 2N-dimensional Fokker-Planck system
significantly improves numerical calculation efficiency in non-
adiabatic region where adiabatic approximation is not valid. As
we can see from the self activator example, it captures thermal
dynamical properties like fluctuation enhancement, irreversibil-
ity, transition rate turn over. The steady state flux introduced in
the extended space is the key signature of the non-equilibrium
dynamics. It gives a quantitative measure of the detailed balance
breaking. It also enables us to study optimal transition path and
rate under familiar Fokker-Planck framework.
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Fig. 3 Steady state distribution of self-activator in extended space with white arrow being non-gradient flux at (a): ω = 1000, (b):ω = 1, (c):ω = 0.01
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