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was proposed by Lippert in 1959.9 He suggested that solvent po-
larity induces the reversal of the two lowest excited states S1 and
S2 states that were directly populated after the initial excitation.
Since then, a huge amount of experimental and theoretical stud-
ies have been devoted to the aminobenzonitrile family to deter-
mine the nature of the emitting species and explain the photo-
chemistry of these compounds (to avoid a long list of publications
we just mention here the review of ref. 1).

Initially, the involvement of excimers10 in the mechanism of
dual fluorescence was proposed, but subsequent experiments
showed that for a broad range of concentration of luminescent so-
lute, the intensity ratio between the normal and anomalous bands
was independent of the concentration,11,12 so the hypothesis of
excimers as responsible of the red shifted emission was discarded.
Another proposal considered was the formation of exciplets by
specific interactions with solvent molecules,13 but the fact that
the anomalous emission is often shown also in gas phase made
this hypothesis implausible.14

It is now generally accepted that the normal fluorescence band
is generated by a locally excited (LE) state while the anoma-
lous band corresponds to emission from an intramolecular charge
transfer (ICT) state. Anyway, there is still exists a lively debate
about some points of the dual fluorescence phenomenon regard-
ing the structure of the emitting species and the detailed mecha-
nism of the ICT reaction. Concerning the geometrical configura-
tion of the ICT species of aminobenzonitriles, four different types
of molecular structures have been proposed (Figure 2).

R'R'

R' R'

Acceptor

Fig. 1 Donor and acceptor moieties in ABN compounds. Derivatives

studied in this work: R=H, R’=H: ABN; R=CH3, R’=H: DMABN; R=H,

R’=F: ABN-4F; R=CH3, R’=F: DMABN-4F.

The wagged ICT (WICT) suggested by Zachariase et al.15,16 in-
volves a rehybridization of the amino nitrogen from planar sp2

to pyramidal sp3. This model is the least supported. In the pla-
nar ICT (PICT) model suggested by Zachariasse,17–19 the amino
group lies in the benzene plane. This model is supported mainly
by the fact that ICT emission is also observed in rigidized systems
that hardly can abandon the planar conformation. The twisted
ICT model (TICT), where the amino group is in a perpendicular or
almost perpendicular plane relative to the benzene ring, was pro-
posed by Grabowski and co-workers,20 and is supported by theo-
retical results. The rehybridized ICT (RICT) model21,22 involves
a rehybridization of the cyano carbon atom from sp to sp2 entail-
ing a bend cyano group. This species has been lately discarded
as the responsible of the emission, but the excited state (called

CN N

Twisted-ICT

N

Fig. 2 Different types of structures proposed for the ICT minima

(π −σ∗) in other works) that gives place to the RICT species has
been proposed to be involved in the path that populates the lumi-
nescent ICT state. Recently, a fifth model has been proposed, with
the amino group only partially twisted, the partially twisted ICT
(pTICT).23,24 This model is based on computational results ob-
tained trying to explain the observations of transient absorption
spectrum experiments,23 but some other contradictory computa-
tional results arise some doubts about the actual existence of a
stable pTICT species.25

Another question regarding the geometrical structure of the lu-
minescent ICT species is the quinoid (Q) or antiquinoid (AQ) na-
ture of the benzene ring. Although minima on the potential en-
ergy surface of the ICT state corresponding to the AQ-ICT species
have been located in computational studies for different systems,
the Q-ICT analogue has almost always been more stable and con-
sequently a stronger candidate to be the luminescent species.

The reaction mechanism of the charge transfer gives also place
to a debate that continue being very lively. In the last decade
three different types of mechanisms have been proposed (Figure
3):

Mechanism 126–28 After the excitation to the S2 (ICT) state,
the system relaxes through a nearby conical intersection where
the S2/S1 internal conversion takes place. Both CT and LE states
show minima on S1 that are connected also adiabatically. Thus,
the S1 LE-ICT population and dual fluorescence is determined by
these adiabatic and non-adiabatic paths connecting both minima.

TICTbright bright

bright

bright

bright TICT brightp

Fig. 3 Different mechanisms proposed for the ICT reaction.
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Mechanism 229,30 After population of the ICT state at Franck
Condon geometry, ICT FC, a fast switch leads to a bifurcation be-
tween the LE and the (π −σ∗) states, being the last one a dark
state31 that leads to a subsequent population of the luminescent
TICT state. The primary energetic requirement for the population
of the luminescent ICT state is then the presence of a (π −σ∗)
state between the LE and ICT ones. The absence of the ICT re-
action is attributed to the higher energy of TICT relative to the
(π −σ∗) minimum.

Mechanism 3 This mechanism has been proposed based on
the results for DMABN exposed in ref. 23 and 32. After the first
excitation the system splits into two excited states, a dark TICT
state populated by the dark (π−σ∗) state and a fluorescent pTICT
state formed from the LE state. That is, the authors suggest the
existence of two ICT states and point out that these bright ICT
and dark TICT states are non communicating.

Taking into account that structural changes in the donor or ac-
ceptor moieties can modify the interplay between the LE and ICT
surfaces, it is not strange that studies of different systems led to
different hypothesis about the ICT mechanism. On top of this di-
versity, theoretical and experimental studies not always lead to
the same conclusions, so the debate about the photochemistry of
the ABN family is still open.

Among the aminobenzonitrile compounds, the most studied
ones have been 4-(dimethylamino)-benzonitrile (DMABN) and 4-
aminobenzonitrile (ABN) becausethey have similar architecture
but show different photophysics. In the fluorescence spectra of
DMABN in non polar solvents, the emission from the ICT state
just starts to become observable on the red edge of the fluores-
cence band of the locally excited LE state.1,9 Upon increasing
solvent polarity, the efficiency of the ICT reaction becomes pro-
gressively larger and DMABN exhibit dual fluorescence in polar
solvents.33,34 Opposite, ABN only shows the normal band in gas
phase as well as in polar solvents.33,34

Our group developed some years ago a computational study
on these two members of the aminobezonitrile family, and set
the main milestones to explain the photochemistry of these com-
pounds.27 We found the minima of several ICT species, but fo-
cused our attention only on the states which minima where lo-
cated on the first excited Potential Energy Surface (PES), which
were the minima corresponding to the LE and Q-TICT species.
Since then, we have developed some other works in dual-
fluorescent systems,35,36 but the recent experimental findings
suggesting the involvement of a (π −σ∗) excited state in the ICT
mechanism or the role of the TICT state as a dark state made ad-
visable a revision of the study on aminobenzonitriles. We present
here a more exhaustive study where we revise all the proposed
luminescent and dark species, the possible paths of population of
the ICT states and, for the first time, the radiationless deactivation
paths that compete with luminescence.

We have first focused our attention on ABN. With the compu-
tational results obtained, we propose a mechanism for the charge
transfer reaction and an identification of the dark and lumines-
cent species. We support our hypothesis with quantitative com-
parison of our data with experimental measurements and qualita-
tive explanation of the experimental observations. To confirm our

theories, we have also studied other systems focusing our atten-
tion on the points that have been shown to be crucial for the ICT
mechanism in ABN. We have chosen systems of similar architec-
ture but with very different luminescent behaviour: DMABN, and
the 2,3,4,5-tetrafluoro derivatives of ABN and DMABN (ABN-4F
and DMABN-4F). The extension of the work and the different ap-
proach in the study of the parent system and the derivatives make
advisable the division of the work in two parts. Part I collects
the characterization of the minima and reaction paths connecting
the critical points of the potential energy surfaces (PES) of the
states involved in the ICT reaction of ABN. In Part II we show an
analogue study for DMABN, ABN-4F and DMABN-4F and analyse
these results comparing them with those of Part I to explain the
different luminescent behaviour of the four systems studied.

We have performed this study with the CASSCF/CASPT2
methodology, whose applicability and reliability has been exten-
sively demonstrated in a large number of previous cases. We
have found that although this is not the most probable path the
(π −σ∗) excited state can be an intermediary state in the path to
populate the ICT bright state, that is the TICT one. Our results
suggest that although the pTICT species could exist in some sys-
tems, it would be an intermediate in the path of population of
the TICT species.37 On the other hand the AQ-TICT species can
play a crucial role in the fluorescence of some systems, but not
in the cases studied here. We have also found that the radiation-
less deactivation is a competitive reaction that must be taken into
account to explain the fluorescence patterns of these systems.

2 Computational information

The ground state and the low-lying singlet excited states of ABN
have been studied using the MS-CASPT2/CASSCF strategy. The
active space used in all calculations includes 12 electrons and 11
orbitals: the benzene π and π∗ orbitals, the amino nitrogen lone
pair, and the four π and π∗ orbitals of the cyano group (more de-
tails in ‡ESI). Full geometry optimizations were performed with-
out any symmetry constraint using the Dunning correlation con-
sistent polarized valence double basis set [9s4p1d/3s2p1d] for
carbon and nitrogen atoms, and [4s1p/2s1p] for hydrogen atoms,
designated cc-pVDZ.38

Exceptions to these general lines (larger active space or geom-
etry optimization at CASPT2 level) made in some specific cases
are commented explicitly along the text when happening.

Numerical frequency calculations were run to determine the
nature of the stationary points.

Conical intersections (CI) were optimized at the CASSCF level
using the algorithm described in ref 39. State averaged orbitals
were used, and the orbital rotation derivative correction to the
gradient (which is usually small) was not computed. This gives
the lowest energy point on the crossing, but it must not be forgot-
ten that decay can take place away from this point depending on
the kinetic energy of the system.

The second order exchange density matrix Pi j has also been cal-
culated, the elements Pi j are related to the spin coupling between
the electrons localized in the orbitals residing on the atoms i and
j.40

To incorporate the effect of the dynamic valence electron cor-
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relation on the relative energies of the lower excited states, we
performed second order multiconfigurational perturbation the-
ory calculations (CASPT2) based on the SA3-CASSCF(12,11) ref-
erence function41 (at FC region also SA13-CASSCF(12,11) were
used as reference functions). CASPT2/cc-pVDZ single point ener-
gies of the critical points were calculated at the CASSCF/cc-pVDZ
geometries. Energy profiles were calculated at the CASPT2/6-
31G* level instead. All valence electrons were correlated. All
CASPT2 computations have been performed using the complete
Fock matrix in the definition of the zero order Hamiltonian, to-
gether with an imaginary level shift of 0.2 in order to avoid the in-
corporation of intruder states.42 Interaction of CASSCF states via
dynamic correlation is taken into account with multistate (MS)
CASPT2 treatment.43

At the MS-CASPT2 level, the CASSCF states involved in a CI will
be mixed in the perturbed modified CAS configuration interaction
functions (PM-CAS-CI), splitting the energy of the two states like
in an avoided crossing. For this reason, the MS-CASPT2 ener-
gies of the minimum energy points of the conical intersections
reported in the text and tables will be the average of the energies
of the states involved in the corresponding CI.

The CAS state interaction (CASSI) protocol44 and the PM-CAS-
CI were used to compute transition dipole moments and oscillator
strengths to compare transition probabilities in both absorptions
and radiative emissions.

Minimum energy paths (MEPs),45 intrinsic reaction coordinate
(IRC)46 path and linearly interpolated internal reaction coordi-
nate (LIIRC) paths were calculated between critical points of in-
terest (stationary points and conical intersections) on several sur-
faces to ascertain the viability of the proposed reaction mecha-
nisms.

In the LIIRC paths, all the internal coordinates of the geometry
of the starting point are changed simultaneously in the interme-
diate geometries, step by step, to reach the values of the final
geometry. It means that the path correspond to a straight line
between the geometries of interest in the space of the internal
coordinates. This is not necessarily the path of minimum energy,
but the barrier of the path found in this way, constitute an upper
limit for the barrier of the process.

The CASSCF calculations were carried out with the Gaussian
09 system of programs,47 while the CASPT2 computations were
performed with the MOLCAS 7.0 program package.48

3 Results

3.1 Franck Condon (FC) region

3.1.1 Ground state geometry

The minimum energy geometry obtained for the ground state
(GS) of ABN belongs to the Cs point group with a kekulé nature of
the phenyl ring. The molecule is planar, with the exception of the
NH2 group which shows a pyramidalization of the amino group
that can be quantified by the pyramidalization angle φ defined in
Figure 4.

The geometry obtained, shown in Figure 5, is in good agree-
ment with the X-ray crystal structure reported in 49 as well as
with results from previous calculations.50,51 Our value of φ , 43.0

◦

N pyramidalization

C pyramidalization

Fig. 4 a) Atom labelling in ABN. b) Definition of the wagging,

pyramidalization and twisting angles.

is slightly larger than the experimental value of 34.84
◦. The com-

puted bond lengths are also slightly larger than the X-ray data,49

with a standard error of 0.015 Å. In the ring, the C3-C4 bond is the
shortest (together with the C6-C7 bond by symmetry), what agrees
qualitatively with experimental findings, but the computed C3-C4

distance is larger in comparison. Serrano et al. suggested that re-
ported bond lengths could be too small as it is observed that in the
solid phase this type of bond length is often underestimated.52

1.396 (1.397)

1.401

1.390
(1.369)

1.400
(1.398)

1.400

1.390

1.401

(1.405)

Fig. 5 Optimized ground state geometry of ABN. In parenthesis

experimental geometric parameters of reference 49.

3.1.2 Nature of excited states and absorption spectrum

To understand the mechanism of the ICT reaction it is necessary
to have identified, at the FC geometry, the low energy excited
states of ABN. In principle, we need to consider only the excited
states between the ground state and the state that is initially ex-
cited. Some of the higher excited states, though, can be stabilized
along the reaction path and get involved in the reaction mecha-
nism, so they must also be characterized at the FC zone. On top
of this, high excited states can interact with low energy states via
dynamic correlation at the MS-CASPT2 level, so it is convenient to
include, in the CASSCF step, more excited states than the strictly
necessary. For these reasons we included 13 states in the state av-
erage procedure at the CASSCF step (SA13-CASSCF) in the initial
calculations at the FC zone. An analysis of the influence on the
results of the number of states averaged can be found in the † ESI.
The excitations that give place to the low lying excited states of
ABN are represented in Figure 6 and the labels assigned to the
different states are collected in Table 1. The characterization was
made analysing the contribution of the configuration state func-
tions (CSF) in each PM-CAS-CI function, the difference of electron
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Table 1 Nomenclature adopted for the excited states derived from the

different types of monoexcitations represented in Figure 6.

STATES LABEL EXCITATIONS

Locally excited LE π-Q+π-AQ → π∗-Q+π∗-AQ
ICT :amino → ring ICT(Q) π-AQ → π∗-Q
ICT: amino → ring ICT(AQ) π + π-AQ + π-Q → π∗-AQ
cyano → ring CNxy CNxy; → π∗-Q
ICT : cyano → cyano∗ ICT(CN) CNxy + π-AQ → CN∗

xy

amino, cyano → ring D+A → R a)π-AQ + π-Q → π∗-AQ
b) π → π∗-Q

densities between excited states and the ground state (schematic
plots shown in † ESI), and the occupation numbers of the natural
orbitals of each state.

N

N

HH

N

N

HH

N

N

HH

N

N

HH

N

N

HH

N

HH

N

N

HH

N

N

HH

N

N

HH

N

N

HH

N

N

HH

π π−Q π−ΑQ

π−CNxy

π
∗
−CNxy

π

NH2

π
∗
−Q π

∗
−ΑQ π

∗
π

∗

ICT

LEΙCT(CNxy)

Fig. 6 Scheme of excitations. Orbitals below the horizontal line are

doubly occupied in the ground state, while orbitals above the line are

empty.

Table 2 shows the relative energies, dipole moments and oscil-
lator strengths obtained at different levels of calculation for these
thirteen states.

At all levels of calculation the first excited state is of LE charac-
ter with a dipole moment around 6.30 D. This state is composed
by two monoexcited CSF, with excitations π-Q → π∗-Q and π-Q →

π∗-AQ. Its characterization as a locally excited state is confirmed
by its difference of electronic density with the ground state (see
plot in † ESI) and by the occupation numbers of the localized or-
bitals reported in Figure 7, that shows that the reduction of the

occupation of the amino nitrogen is only 0.025.

N

C

N

1.878

0.963

1.053

0.973

1.075

0.924

1.104

0.973

1.052

0.908

1.091

S0

N

C

N

1.853

0.997

1.052

1.005

0.927

1.095

1.007

1.052

0.904

1.095

1.007

LE

N

C

N

1.543

0.964

1.011

1.032

1.273

0.940

1.193

1.032

1.011

0.915

1.085

ICT(Q)

Fig. 7 Occupation numbers of the localized orbitals of S0, LE and ICT

states in the FC zone.

The second excited state is ICT(Q). This state is mainly charac-
terized by a charge transfer from the amino group to the carbon
of the ring bonded to the cyano group, according with the occu-
pation numbers of the localized orbitals depicted in Figure 7. The
transfer, though, does not correspond to a full electron given that
the occupation of the amino nitrogen is reduced only from 1.878
to 1.543. Accordingly, it shows a dipole moment of 9.76 D.

The third and fourth excited PM-CAS-CI states are of ICT(AQ)
character. Both are derived basically from excitations of the type
π + π-AQ + π-Q → π∗-AQ.

The fifth and seventh excited states involve a transfer of elec-
tron density from the π orbitals of the amino group and from the
cyano group to the ring, so they are labelled as D+A → R.

The sixth MS-CASPT2 excited state, labelled CNxy, is character-
ized mainly by the monoexcitation CNxy → π∗-Q. Therefore there
is a transfer of electronic density from the cyano π in plane or-
bital to the benzene ring with a reduction of the dipole moment
to 2.74 D (to be compared with the ground state dipole moment
of 6.77 D).

The eight MS-CASPT2 excited state is named as ICT (CN). It is
of special importance in the study of the deactivation mechanism
analized here. This state is the one called (π −σ∗) in previous
studies, and to elucidate its role in the ICT mechanism has been
one of the reasons to study again the photochemistry of ABN. It is
characterized by a charge transfer from the aminobenzene ring to
the cyano group. This state is composed mostly by two CSF: one is
a promotion of an electron from the π-AQ to π∗CNxy orbitals and
the other is from π −CNxy to π∗

−CNxy orbitals. The computed
dipole moment is 6.26 D, indicating a transfer of charge. The
reason to rename this state in this work is that the orbital where
the excitation take place to, is in fact mostly composed by the
antibonding π∗ in molecular plane orbital of the cyano group,
instead of by a σ∗ orbital.

In principle, all the states involved in the reactivity of interest
are included in the set of states described up to here. Never-
theless, given that in the MS-CASPT2 step higher states can get
coupled with these ones and modify their description and ener-
gies, three additional states were included in the average at the
CASSCF level. The detailed description of these states is not es-
sential in this study, although more detailed information can be
found in † ESI.
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Table 2 Vertical energies (in kcal·mol−1) and dipole moments (µ in Debyes) of the 1313 lowest states of ABN, obtained with a SA13-CASSCF wave

function at several levels of calculation.

SCF-State CASSCF SS-CASPT2 µ PM-State MS-CASPT2 µ

S0 0 0 5.33 S0 0 6.77
LE 108.41 108.68 5.13 LE 106.25 6.3
ICT(Q) 155.1 124.19 10.07 ICT(Q) 121.21 9.76
D+A → R (b) 174.3 167.23 4.57 ICT(AQ)’ 144.99 8.32
ICT(AQ) 175.38 160.35 6.83 ICT(AQ) 160.33 6.97
CNxy 190.78 177.91 2.22 D+A → R (b) 171.06 4.99
ICT(AQ) 201.23 162.63 6.31 CNxy 179.28 2.74
D+A → R (a) 203.77 165.18 5.03 D+A → R (a) 183.77 3.31
D+A → R (b) 205.9 193.12 4.16 ICT(CN) 186.23 6.26
ICT(CN) 211.68 184.49 6.51 ICT(Q) 191.99 5.43
S11 225.8 197.29 5.91 S11 209.18 4.36
S12 231.17 211.56 3.12 S12 211.09 1.69
S13 234.86 209.54 1.40 S13 216.96 3.18

SA3-CASSCF/CASPT2 results show that, although at Frank
Condon geometry the LE state is more stable than the CT states,
the energy gap between them is small, what can have important
consequences in the ICT reaction. The effect of the dynamic elec-
tron correlation is significantly different in the calculation of the
energy of the LE and ICT states. For both, the MS-CASPT2 exci-
tation energies are smaller than the CASSCF ones, but while the
stabilization of LE is only of 2.16 kcal·mol−1, the CT state is sta-
bilized by 33.89 kcal·mol−1. SS-CASPT2 and MS-CASPT2 energy
differences are small, given that in the PM-CAS-CI that describe
these states there is no mixing of CASSCF states via dynamic cor-
relation. The oscillator strength from the ground state has been
computed to be 0.071 for the LE and 0.623 for the ICT(Q) state.
It indicates that the ICT is the state initially populated due to the
allowed character of the transition. The oscillator strengths are
in good agreement with experiments, predicting a weak S0 → S1

band and a stronger S0 → S2 absorption (a more detailed study
of the transition dipole moment is exposed in † ESI). The ener-
getics is also in fair agreement with the experimental data in non
polar solvents, that assign an energy of 109.4 kcal·mol−1 for the
absorption band in hexane.18,53–55

The computed dipole moments in gas phase for ABN change
with the inclusion of interaction of states via dynamic correlation.
For the ground state, the dipole is 5.40 D at CASSCF level, while
at MS-CASPT2 level it is increased to 6.77 D, in good agreement
with the estimated experimental value of 6.60 D in non polar sol-
vents.15,53 This increase can be attributed to a larger contribution
of the charge transfer CSF in the ground state in the PM-CAS-
CI wave function, reflected in an increase of the weight of ionic
states.

The coupling between the amino group and the benzene ring
was also analysed in a previous work. We calculated the coupling
between the non bonding pair of the nitrogen of the amino group
and the π system of the benzene ring by the values of the second
order exchange density matrix (Pi j) between the p orbitals of C2

and N1 (see Figure 4 for labelling). Surprisingly, this value is
larger in the ICT state (0.280) than in the ground (0.057) and
LE (0.045) states, in agreement with Zachariasse claim’s that the
amino group is strongly coupled to the benzonitrile fragment in
the ICT state.56

3.2 Minima of the excited states

We explored the PES of the lowest excited states of ABN, con-
sidering all those that have an energy similar or lower than the
initial excitation of 121 kcal·mol−1. Minima of the ICT(AQ) and
CNxy excited states were not found at low energies. In the case of
the ICT(AQ) state, the minimum is found on the S3 surface with a
very high energy, of 136.0 kcal·mol−1. Hence we concluded that
the population of the ICT(AQ) state is not probable. This result
will be important when compared with other systems (see Part
II). In the case of the CNxy state, its relaxation coordinate stabi-
lizes more the ICT(CN) state, leading to a crossing of these two
surfaces. It indicates that the ICT(CN) state can become a low
excited state at geometries different from the Frank Condon one.
In fact, we located a minimum of this state on the S1 PES (RICT
structure), but the minima for the LE and ICT(Q) excited states
(LE and TICT structures) were also located on this surface and
were less energetic. A planar ICT(Q) minimum (PICT structure)
was also located, but it was a minimum energy point of the S2 sur-
face. The geometries of all these minima are depicted in Figure 8
and the energies are shown in Table 3.

(Q)

TICT (AQ)

1.452
1.384

1.463

1.384
1.452

1.398

1.395

1.4561.162

Fig. 8 Optimized structures of excited state minima of ABN. Bond

lenghts in angstroms.
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Table 3 CASSCF, SS-CASPT2 and MS-CASPT2 energies relative to the S0 minimum (in kcal·mol−1), dipole moments (in Debye) and state nature at

the characterized ABN minima. The number of states averaged in the CASSCF reference wave-function corresponds to the number of states shown

in each minimum. Data in bold correspond to the optimized root. a) Geometry optimized at CASSCF(12,11) level. b) Geometry optimized at

MS-CASPT2(12,11) level.c) Energy calculated at MS-CASPT2(14,13) level at MS-CASPT2(12,11) optimized geometry.

Minimum Nature CASSCF SS-CASPT2 Dipole Nature MS-CASPT2

LE S0 4.13 2.01 5.37 S0 2.01
LE 104.22 102.73 5.1 LE 102.40

RICT S0 40.86 31.02 4.86 S0 31.02
LE 147.04 134.62 4.55 ICT 122.14
ICT 152.77 122.15 10.45 LE 134.64

TICT(Q)(a) S0 39.14 33.26 3.82 S0 33.26
LE 133.85 125.86 4.56 ICT 112.94
ICT 160.93 125.87 10.76 LE 138.80

TICT(Q)(b) S0 49.03 41.05 3.85 S0 41.04
LE 134.99 122.78 5.13 ICT 110.16
ICT 164.69 129.59 10.46 LE 142.21

TICT(Q)(c) S0 24.04 33.00 4.31 S0 33.00
LE 117.92 122.38 5.97 ICT 116.64
ICT 137.38 132.96 9.59 LE 138.70

PICT S0 13.26 4.94 6.71 S0 3.74
LE 116.22 105.74 5.93 LE 105.74
ICT 146.15 115.79 11.23 ICT 116.99

TICT(AQ) S0 30.48 18.08 3.80 S0 18.08
LE 136.97 126.84 3.42 ICT 126.84

ICT(Q) 163.65 133.58 14.18 LE 133.58
ICT(AQ) 166.61 136.00 13.79 ICT 136.00

But the analysis of the wavefunction at the TICT(Q) minimum
shows a peculiar fact: the LE and ICT functions are strongly mixed
in the MS-CASPT2 description as reflected in the composition of
the PM-CAS-CI wavefunction, with almost equal weights of the
two CASSCF functions (see the effective Hamiltonian matrix di-
agonalization in † ESI). Mixing of states is only expected near
conical intersections, what is not the case at this geometry, so
this result highlights two considerations, regarding the geome-
try and the zero-order wavefunction. First, the ICT state is not
well described at this geometry by the CASSCF approximation,
so the geometry optimization performed at that level could be a
bad approximation of the results that would be obtained when
including dynamic electron correlation. For this reason a reop-
timization of this minimum at MS-CASPT2 level was performed.
The geometry obtained, included in † ESI, is quite similar to the
one obtained previously. The LE and ICT states, though, are still
mixed at the PM-CAS-CI wavefunction, so the problem is not yet
resolved. It leads to the second consideration: the mixing indi-
cates that the zero order wavefunction of the preturbative treat-
ment is not good enough and consequently the MS-CASPT2 result
are not completely reliable. It is known that this problem can be
resolved by increasing the active space. By the analysis of the
largest contributions to the second order energy, we enlarged the
active space of the reference function including in a first step the
N1-C2 σ and σ∗ orbitals.

With the new CASSCF(14,13) reference wavefunction the PM-
CAS-CI function obtained showed a smaller LE/TICT mixing. It
shows that the problem could be completely solved by further in-

creasing the active space, but the small energy change in the TICT
energy between the CASPT2(12,11) and CASPT2(14,13) results
and the high cost of the calculations discouraged us from contin-
uing along this line.

It has to be pointed out that the mixture of states at the MS-
CASPT2 level is not present at the other excited state minima (LE,
RICT, ICT(AQ) and PICT), as demonstrated by the composition of
the PM-CAS-CI eigenfunctions shown in the † ESI, so the enlarge-
ment of the active space is not considered necessary in these other
points.

We also looked for a partially twisted ICT minimum (pTICT).
We used the twisting angle given in ref. 24 for DMABN to begin
the search of this minimum. All the different trials performed
(freezing the dihedral angle and removing the constrain in a sec-
ond step, using symmetry constrains in a first step, performing a
scan · · ·) lead the system towards the TICT species, convincing us
that such a minimum definitely did not exist for ABN. It must be
pointed out that in the reference cited this species was located for
DMABN instead of for ABN, so this result is not very surprising,
but as it will be explained in Part II of this work, more exhaustive
calculations were performed for DMABN with the same result: no
pTICT minimum was located.

As a whole, we located three minima on the S1 PES correspond-
ing to the LE, TICT(Q) and RICT species. The energies (102.40,
116.64 and 122.14 kcal·mol−1 respectively) show that the most
stable excited structure corresponds to the LE state, so the pop-
ulation of this species is favoured thermodynamically. The PICT
structure, low in energy (116.99 kcal·mol−1), can be involved
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in the ICT mechanism, but it is discarded as a possible lumines-
cent species, given that is located on the S2 PES. On the other
hand, the involvement of the TICT(AQ) structure, high in energy
(136.00 kcal·mol−1) and located on the S3 PES, can be discarded
for ABN.

To analyse the dynamic factors of the photophysics of ABN we
have to study the possible mechanisms of population of several
minima located on the S1 surface and the paths connecting them.
This is the subject of the next section.

3.3 Pathways of population of the excited state minima

3.3.1 Relaxation on the S2 surface.

The minimum energy path (MEP) from the FC geometry on the
S2 surface, the one corresponding to the state populated by the
initial excitation, leads directly to the PICT shallow minimum.
From there several pathways are accessible.
Pathway ICT(Q)→ LE – A S2/S1 conical intersection between
the CT and LE states was located, as already reported in previous
work of our group.27 The lowest energy point on this conical in-
tersection seam (Figure 9) corresponds to a pyramidalised struc-
ture where the amino group is untwisted; however, the branch-
ing space of the CI is dominated by skeletal deformations of the
phenyl ring coupled with C-N stretch. Thus the branching does
not involve either the amino group twist or the pyramidalization
coordinates and the S2/S1 degeneracy will be preserved along the
torsional coordinate. The minimum energy of the CI subspace is
114.79 kcal·mol−1 (see Table 4), 11.4 kcal·mol−1 below the FC
excitation energy and 2.20 kcal·mol−1 below the PICT minimum,
so the CI seam seems to be very accessible. To corroborate it,
a linearly interpolated internal reaction coordinate (LIIRC) path
between the FC and the ICT(Q)/LE CI geometries was calculated.
Figure 10 shows that there is no barrier to access the CI so this
first step in the deactivation process can be very efficient. This
figure also shows that the inclusion of dynamic correlation in the
calculation locates the crossing at a geometry (near point 7 of the
LIIRC) different from the one predicted at CASSCF level (point 10
of the LIIRC). Due to the preferential stabilization at the CASPT2
level of the CT state, higher in energy, at step 1 the CT-LE en-
ergy gap decreases, and the geometry of the new crossing point
(shown in Figure 10 as an inset) is less pyrimidalized. The LE →

TICT model explains the appearance or absence of dual fluores-
cence not only on the basis of the energy of the CI, but also of the
location (geometry) of its minimum and of the dynamic evolution
of the system. The inclusion of the dynamic correlation in this cal-
culation, although tends to stabilize the ICT state, favours in this
path the population of the LE minimum given that the geometry
of the crossing gets nearer the LE minimum.

But the actual evolution of the system when it reaches the CI
also depends on the topology of the surfaces involved in the cross-
ing in the neighbourhood of the CI, so we have performed a more
detailed analysis of this area in search of extra information. We
have studied the shape of the LE and ICT PES in the branching
space (formed by the coordinates that remove the degeneracy
at any CI) by means of a Taylor expansion as a function of the
gradient difference and derivative coupling vectors. The results

1.406

1.476

1.369
1.476

1.406

1.431

1.431

1.4331.165

Gradient difference
vector

Derivative coupling
vector

Fig. 9 Geometrical parameters of the S2/S1 ICT(Q)/LE CI (bond lengths

in angstroms) and branching space.

Table 4 Average energies (relative to the S0 minimum, in kcal·mol−1) of

the critical points connecting potential energy surfaces of different

states. Energies calculated at MS-CASPT2/cc-pVDZ with (a)

SA2-CASSCF or (b) SA9-CASSCF reference functions.

Geom EMS−CASPT 2

CT-Q/ICT(CN) CI S3/S2 128.07
(a)

CT-Q/CT-AQ CI S3/S2 138.86
(b)

CT-Q/LE CI S2/S1 114.79
(a)

TS ICT(Q)→LE S1 111.66
(a)

ICT(CN)/LE CI S2/S1 128.48
(a)

(see † ESI) show that the change of energies along the deriva-
tive coupling coordinate is negligible compared with the change
along the gradient difference one. For this reason we computed
two MEPs on the S1 surface starting at the CI geometry slightly
modified along the positive and negative direction of the gradient
difference vector to predict the evolution of the system once it
has crossed the CI and reached the lower PES. One of the MEPs
relaxes to the LE minimum while the other one relaxes to a S1/S0

conical intersection, that will be analysed later.
The whole of these results suggest that following the ICT(Q)→

LE path, the system preferentially populates the LE minimum, in
competition with the radiationless deactivation via S1/S0 internal
conversion. A polar solvent environment would stabilize prefer-
entially the more polar state, in this case the ICT state. Like the
effect of the inclusion of dynamic correlation, the further decrease
of the ICT-LE gap will favour even more the population of the LE
minimum in the first events of the photochemistry of ABN.

In fact, it has been shown in a recent work,25 that the LE and
ICT are degenerated also at planar geometries very near FC zone.
This planar ICT/LE pathway could be faster than the pathway
that evolves via ring piramidalization, a slower motion. However,
in gas phase phase, the energy of the planar ICT/LE CI is higher
than the FC energy, making this path efficient and accessible only
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Fig. 10 Profiles of the S1 and S2 excited states (LE and ICT) along the

LIIRC path from the FC region to the geometry of the S2/S1 CI. Energies

in kcal·mol−1.

in polar solvents. In this case the S2 → S1 deactivation will occur
through this funnel in an ultrafast process.
Pathway mediated by the ICT(CN) PES – Another possible path
from the S2 (ICT) surface leads to a crossing to the ICT(CN)
state through a S3/S2 CI (Figure 11) that is located only 1.88
kcal·mol−1 above the FC excitation energy (Table 4). The
ICT(CN) state involves a change of hybridation of the cyano group
that when relaxing leads to a bent geometry that corresponds to
the RICT minimum. At the crossing of this state with the ICT the
CN group is partially bent with an angle of 145.46

◦.

1.375

1.439

1.435

1.371

1.455

1.441
1.401

1.222
1.340

145.46º

Fig. 11 Geometrical parameters of the S3/S2 ICT(CN)/ICT(Q) CI. Bond

lengths in angstroms.

A LIIRC path between FC and the RICT minimum has also
been computed (Figure 12) . In this case the process along the
LIIRC on S2 is not barrierless, but the energy of the CI (1.88
kcal·mol−1) can be considered an upper limit of the activation
energy barrier, so this path is easily accessible. After reaching this
ICT(Q)/ICT(CN) conical intersection, the ICT(CN) state is pop-
ulated and the system relaxes to the RICT minimum, where the
ICT(CN) is the first excited state (minimum on S1).

Neverthless, given the existence of a less energetic S2 → S1

relaxation route, the probability of population of ICT(CN) state
can be considered low. It is not expected that a polar solvent will
modify this path, given that the dipole moment of the ICT(Q)
and ICT(CN) states are similar, so their relative energies will not
hardly change.
Pathway ICT(Q)→ ICT(AQ) – In order to determine the possible
involvement of the ICT(AQ) state in the deactivation mechanism,
a conical intersection S3/S2 between the ICT(AQ) and ICT(Q)
states was looked for. The energy of its minimum energy point

! " # $ %& %!
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56789:
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Fig. 12 Profiles of the PES of LE, ICT(Q) and ICT(CN) excited states

along the LIIRC path from the FC region to the RICT minimum.

Energies in kcal·mol−1.

calculated at SA9-CASSCF/MS-CASPT2 level locates this crossing
17.65 kcal·mol−1 higher than the FC excitation. It means that it
is 24.07 kcal·mol−1 and 10.79 kcal·mol−1 above the ICT/LE and
ICT(Q)/ICT(CN) conical intersections, so this ICT(AQ)/ICT(Q)
is the least favourable route, that has a negligible probability of
being followed. Polar solvents will not modify substantially this
picture, given that the stabilization of both ICT(Q) and ICT(AQ)
states will be similar in this environment.

3.3.2 Topology of the S1 potential energy surface

Given that all the LE, TICT and RICT minima are located on the
S1 surface, it is convenient to determine the adiabatic and non
adiabatic paths that connect these minima.

Equilibrium LE-TICT – We have already describe the CI where
the LE and TICT PES cross, but its energy is only an upper limit
of the barrier of the path that must connect the LE and ICT(Q)
minima adiabatically along the S1 PES. We located the transition
state of this path (T SLE−T ICT ). The geometry shows a pyramidal-
ized untwisted geometry (Figure 13), with an energy of 111.66
kcal·mol−1 (Table 4). The PM-CAS-CI wave-functions for the
second and third roots obtained at the MS-CASPT2 level at the
TS geometry show a strong mixing of the LE and ICT CASSCF
wavefunctions as expected (eigenvectors in † ESI). Globally, the
ICT(Q)→ LE process is exoergic by 7.76 kcal·mol−1 with forward
and backwards activation barriers of 1.45 and 9.26 kcal·mol−1

respectively.

1.385

1.466 1.450

1.448

1.367

1.430

1.399

1.4311.163

53.03º

1.367
1.436

1.371

1.435

1.367

1.446

1.436

1.4141.271

121.77º

TS LE-TICT CI S2/S1 ICT(CN)/LE

Fig. 13 Geometrical parameters of some critical points on the S1 PES of

ABN.

Therefore as a whole in ABN the population of the LE minimum
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0.0
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9.26 TICT
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Fig. 14 Schematic potential energy profile of the adiabatic path

between the LE and TICT minima for ABN. Energies in kcal·mol−1.

is the most favoured process: from the thermodynamic point of
view this structure is more stable than the TICT one. From the ki-
netic point of view, two factors control the relative population of
the LE and TICT minima. The first one is the location of the geom-
etry where the S2 → S1 decay takes place, that in ABN favours the
population of the LE minimum. The second factor is the height
of the barrier of the adiabatic path that connects the TICT and
LE minima, that also favours the TICT→ LE process. These char-
acteristics explain why it is difficult to detect the TICT species in
ABN, Although polar solvents will stabilize preferentially the TICT
species, it has been shown that even in highly polar solvents the
effect is not large enough to make the TICT species more stable
that the LE one.37

RICT-LE equilibrium – A CI between the LE and ICT(CN) states
was found (Figure 13) with an energy of 127.48 kcal·mol−1 rela-
tive to the ground state minimum and 5.35 kcal·mol−1 above the
RICT minimum. Due to the different effect of dynamic correla-
tion in both states, to characterize better the path connecting the
RICT and LE minima, an interpolated path between them was cal-
culated at MS-CASPT2 level (Figure 15). The barrier found in this
way from RICT to LE is very low, of about 3.7 kcal·mol−1. Given
that the LE minima is favoured on energetic grounds, it is ex-
pected that, if the RICT minimum is populated, it will be quickly
depopulated in favour of the LE minimum.

In solution, polar solvents will stabilize preferentially the
ICT(CN) state, which has a larger dipole moment. But the en-
ergy difference between the LE and RICT minima is so large, that
the LE species will be more stable even in highly polar solvents,
so the equilibrium will be displaced, like in gas phase, towards
the LE species.
RICT-TICT equilibrium – No RICT/TICT conical intersection
could be located. Instead, we calculated the LIIRC connecting the
TICT and RICT minima. The profiles obtained are shown in Figure
16. The RICT → T ICT process shows a low barrier of about 5.29
kcal·mol−1, so the TICT minimum could be populated from the
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Fig. 15 Profiles of the LE, ICT(Q) and ICT(CN) excited states along the

LIIRC path from the RICT to the LE minima geometries. Energies in

kcal·mol−1.

RICT one. Like commented before, in this case a polar solvent en-
vironment would stabilize both states more or less equally, hardly
modifying this equilibrium.
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Fig. 16 Profiles of the LE, ICT(Q) and ICT(CN) excited states along the

LIIRC path between the RICT and TICT minima. Energies in kcal·mol−1.

These results show that the minima on the S1 surface correspond-
ing to the TICT, LE and RICT structures are connected, but the
population of the LE minimum is strongly favoured, even in a
polar solvent environment.

3.4 Transient absorptions

From the experimental point of view, the population of the ex-
cited state minima can be checked by means of excited state ab-
sorption (ESA) spectra. The results and interpretation of these
experiments, though, are not free from disagreement and contro-
versy.

Most of the ESA experiments have been done for DMABN,
which shows a different luminescent behaviour from ABN, but
for this reason to compare results of both systems can provide in-
teresting information. The complete set of computational results
for transient absorption (TA) calculations in ABN are collected in
Table 5. The experimental results and the tentative assignment of
experimental bands based in our results are collected in Table 6.

Table 6 shows that the band observed in ABN at 295 nm and
attributed to a LE transition26,34 should be assigned (based on
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Table 5 Most intense (f>0.01) MS-CASPT2/cc-pVDZ transient

absorption energies and oscillator strengths from different ABN minima.

The reference function in the perturbation treatment is SA15-CASSCF.

Minimum PM states TA (kcal·mol−1) TA (nm) f

LE 2 → 4 41.35 691 0.034
2 → 7 66.66 429 0.075

2 → 12 100.72 284 0.147
2 → 14 111.98 255 0.008

RICT 2 → 5 50.32 568 0.178
2 → 13 98.78 289 0.214

TICT 2 → 3 24.83 1191 0.0496
2 → 9 86.32 331 0.0148
2→ 15 133.00 215 0.0269

PICT 2→ 4 46.55 614 0.047
2 → 9 76.17 375 0.027

2 → 13 110.65 258 0.019
2→ 15 116.11 246 0.013

Table 6 Experimental maximum band frequencies of ESA spectra of

ABN and DMABN and assigned nature of the bands compared with

theoretical results obtained for ABN in this work and our assignment of

bands.

DMABN ABN Theoretical Results
λ(nm) state λ(nm) state λ(nm) state f

300 LE 295 LE 284 LE 0.147
289 RICT 0.214

320 TICT 320 LE 330 TICT 0.015
349 LE

420 TICT
only in polar solvent

450 LE 450 LE 429 LE 0.075
535 LE

568 RICT 0.178
> 660 LE > 650 RICT

> 680 RICT > 650 LE
691 LE 0.034

the results of Table 5) to a transition from the LE species or from
the RICT one. The band at 320 nm, that appears both in the
ESA spectra of DMABN and ABN, is attributed in the first case
to a transition from the TICT intermediate32 and in the second
system to one from the LE species.26 Our results support the first
assignment, a transition from the TICT intermediate.

The band at 450 nm attributed in both DMABN and ABN to
a LE transition,26 is obtained computationally at 429 nm. The
agreement, not as good as in previous cases, is nevertheless quite
satisfactory, given that the energy difference correspond to only 3
kcal·mol−1 approximately and the nature of the transition agrees
with the experimental assignment.

The most controversial band and the one obtained theoreti-
cally with the largest error is the band above 650 nm (680 nm for
DMABN), that is assigned to a LE transition by some authors but
to a RICT transition by others. One of the evidences that support
the assignment to a LE band is that the decay time of this band
is the same than that of the 450 nm band (also assigned to a LE
transition).26,34 Moreover Zachariasse has found similar bands in
DMABN analogues without the cyano group,57 ruling out the pos-
sibility of assignment to the RICT transition and supporting again

the assignment to a LE transition. On the other hand, this band
blue shifts as the polarity of the solvent increases, fact related to
solutes with large dipole moment, what supports the assignment
made by some experimentalist to a RICT transition.32 In fact, the
band at 450 nm, assigned to a LE transition, does not shift with
solvent polarity, argument that is used to support the hypothesis
that the 450 and 650 nm bands can not be assigned to the same
transient species,32 so the 650 nm band must not originate at the
LE minimum. On top of this, the 650 nm band also blue shifts
with increasing pump prove delay times, what is consistent with
stabilization of the highly polar RICT species by reorientation of
solvent molecules. Another observation is that the decay time of
this band is very short for DMABN in acetonitrile but very long
for ABN and DMABN in n-hexane, where the ICT reaction does
not take place.29 This fact also supports the assignment to a tran-
sition from the RICT species.

From the theoretical point of view, previous TDDFT results for
ABN29 assign this band to a transition from the RICT species, cal-
culated at 571 nm, because only a (π −σ∗) → (π −σ∗) transition
was obtained above 500 nm.

In this work we obtain two transitions that could be assigned to
the 650 nm band; one at 568 nm that correspond to a ICT(CN) →
ICT(CN) transition from the RICT intermediate and the other at
691 nm that correspond to a LE → ICT(Q) transition from the LE
intermediate. The first band is coincident with the one obtained
at TDDFT level. It is possible that the second one was not found
at TDDFT level due to the difficulties of this method to describe
charge transfer states. Comparing our results with the experi-
mental maximum of the band in n-hexane (approx. 650 nm), we
can not assign the experimental band to one specific transition on
energetic grounds, given than the energy differences are similar
(both of the order of 5 kcal·mol−1). The relation between polarity
of the species and shift of the bands could help.

We have to take into account that the shift of a transition with
changing solvent polarity is related not only with the character of
the initial state, but it depends on the dipole moments of the two
states involved in the transition.

The band from the RICT species (calculated at 568 nm) cor-
responds to an excitation from state 2 (µ = 13.76D) to state 5
(µ = 9.2 D). State 2 will be more stabilized by polar solvents than
state 5 leading to an increase of the energy difference between
both states, and to a shortening of the wavelength with a blue-
shift of the spectra. This predicted behaviour with solvent polar-
ity is the one observed experimentally (a blue shift of the band
when the polarity of the solvent is increased), what supports the
assignment of the band at 650 nm to a RICT transition, despite
the poorer fit of the calculated transition energy.

On the other hand, the other LE transition calculated at 691 nm
is characterized by a promotion from state 2 (µ = 6.78D) to state
4 (µ = 8.38D). In polar solvent the upper state will be stabilized
preferentially, decreasing the energy difference and consequently
shifting the band to the red. This behaviour is opposite to the one
observed experimentally, so the assignment of the band observed
at 650 nm to this transition is ruled out, despite the calculated en-
ergy of the transition is in better agreement with the experimental
measurement.
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The assignment of the 650 nm band to a transition from the
RICT transient support the mechanism that proposes the ICT(CN)
state as intermediate of the ICT reaction. Nevertheless the wide-
ness of the experimental band does not allow ruling out com-
pletely the contribution of a transition from the LE species to this
band.

As a whole, our results support the hypothesis of the involve-
ment of the ICT(CN) state and the population of the RICT species
in the photochemistry of ABN, playing the role of an alternative
path of population of the LE minimum.

3.5 Thermally activated radiationless deactivation

Since the fluorescence intensity of ABN strongly decreases when
the temperature increases (φ f = 0.021 and 0.009, at 25◦C and
284◦C in n-hexane respectively),55 we also investigated the pos-
sible non radiative decay channels competing with the path of
luminiscence from S1. We will restrict our study to the singlet
manifold, so to the possible paths for internal conversion from S1

to the ground state.
We have found four different channels for S1-S0 internal con-

version in ABN through conical intersections. Figure 17 summa-
rizes schematically the profiles of the different pathways found. It
also displays the structures of the minimum energy points of the
S0/S1 conical intersections located. In all the cases, the geometri-
cal distortions correspond mainly to the puckering carbon atoms
of the ring (geometrical parameters in † ESI). CI-1, CI-3 and CI-4
are LE/S0 crossings whereas CI-2 corresponds to a CT/S0 cross-
ing. Figure 17 also collects the energies of the transition states
that we located of the paths leading from the S1-LE minimum to
CI-1 and CI-3.
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Fig. 17 Schematic potential energy profiles regarding the S0/S1 internal

conversion for ABN. MS-CASPT2 energies in kcal·mol−1.

We confirmed the absence of TS in the paths to CI-1 and CI-4
calculating the profile of the S0 and S1 surfaces along the LIIRC
path between the S1-LE minimum and the corresponding S0/S1-
CI, which show that the highest energy point in both cases cor-
responded to the CI. These interpolations, together with a study

of the shape (peaked or sloped) of the S0/S1 CIs can be found in
† ESI.

As pointed out in ref. 55, the internal conversion activation en-
ergy measured experimentally corresponds to the barrier that has
to be overcome to bring the system to the S0/S1 CI. The low-
est activation barrier is 8.69 kcal·mol−1, corresponding to the
path to CI-4, in surprisingly good agreement with the valueof 8.3
kcal·mol−1 estimated in in n-hexane.55 The value of this activa-
tion barrier explains that in ABN the decay channel through inter-
nal conversion only becomes important above room temperature.

4 Conclusions

In view of the results obtained, we propose the following mech-
anism to explain the photophysics of ABN. This is resumed in a
cartoon like scheme in Figure 18.

The initial excitation populates the second excited state, of
ICT(Q) character, although a small absorption to the first excited
state of LE character is also possible. This prediction is in agree-
ment with the experimental absorption spectra, that shows an
intense S0 → S2 band and a weaker S0 → S1 band. On the S2 PES,
the most probable process is relaxation to the PICT minimum, but
the system immediately decays through a conical intersection to
the S1 surface. Here, the system has two possibilities: to continue
on the S1-ICT(Q) state, or more probably, to undergo internal
conversion to the S1-LE state. If the system moves to the LE sur-
face, there also are two possibilities: to populate the LE minimum
or to undergo internal conversion through a S1/S0 conical inter-
section. In the first case the system will decay radiativelly giving
place to the normal emission. To follow the second path, it is nec-
essary certain activation energy that the system will only get at
high temperatures. In this case we will observe radiationless de-
activation, at the expense of fluorescence. These results explain
the experimental observation of the decrease of the fluorescence
quantum yield when the temperature increases.

If, in the first CI, the system continues on the S1-ICT(Q) surface,
it will relax on this surface and populate the TICT minimum. This
species, nevertheless, is less favoured thermodynamically and ki-
netically than the LE one.

Another possible but less probable event after the initial exci-
tation is a crossing (with a barrier of 1.9 kcal mol−1) from the
ICT(Q) state to the ICT(CN). If this state is reached, the system
will relax on this surface and populate the RICT minimum. This
is adiabatically connected with the LE minimum so, given that
the last one is thermodynamically and kinetically favoured, the
system will evolve quickly from the RICT minimum to the LE one.

According to our results then, we predict that in the initial steps
the LE minimum will be populated preferentially. A smaller pro-
portion of excited molecules will relax along the ICT(Q) PES to
reach the TICT minimum, and an even smaller proportion will
cross to the ICT(CN) PES to reach the RICT minimum. The life
of the RICT and TICT species, though, will be very short, given
that the LE species is strongly favoured in ABN, both kinetically
and thermodynamically. This hypothesis is supported by the tran-
sient absorption experimental and theoretical results: absorption
bands from the LE, TICT and RICT minima are predicted in both
cases.
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Fig. 18 Schematic excited state reaction profiles of ABN.

This landscape will not change significantly in polar solvents:
in spite of the larger stabilization of the ICT(Q) and ICT(CN)
states in this environment, the LE minimum will continue corre-
sponding to the most stable species, what explains that the pho-
tochemistry of ABN does not change appreciably from gas phase
to solution.

The photophysics of ABN is explained by the entangled inter-
play between the potential energy surfaces of the lowest excited
states of LE, ICT(Q) and ICT(CN) character. The ICT(AQ) state
does not seem to be involved at any stage in the photochemistry of
this system. To understand the sequence of events that take place,
it is necessary not only to locate and calculate accurately the en-
ergy of the excited species, but also to find the possible chan-
nels connecting them and to determine the barriers of this paths
(given by the energy of conical intersections or transition states)
to finally stablish the most probable processes. Nevertheless, the
study of the photochemistry of ABN should be completed with
dynamic calculations, which are out of the scope of this work.
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