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Fig. 7 Change of potential drop vs. level broadening parameter, ηL/R,

for 0.5V. Increasing values smear out the electrode DOS which evens

out the electronic contribution from both electrodes in the bias window.

The voltage drop becomes anti-symmetric at even charge injection rates

from the two electrodes (large smearing).

doping alternative to the electrostatic gating. We examine the
effect of a donating Lithium (Li) or an accepting Flourine (F)
adatom placed either inside or outside the constriction at the po-
sitions shown in Fig. 2a. The Li or F atoms are positioned above
the center of a hexagon, or ontop a Carbon atom, respectively.
In Fig. 4c we show the transmission for the different adatom
configurations. The transmission spectra indicate that very lit-
tle scattering due to the dopants themselves takes place, espe-
cially when the adatoms are positioned outside the constriction.
The doping effect is clearly seen from the shift in the two reso-
nance peak positions. Li will n-dope the graphene constriction
while F p-dope it. Surprisingly, we find that most of the charge
transfer to the device resonances is maintained when the dopants
are moved outside the constriction. This suggests that nanostruc-
tured graphene devices will not necessarily be very sensitive to
the actual position of the adatoms. In the case of F it is actually
more efficient outside the constriction. Comparing the most sig-
nificant peak with the field effect gating transmission curves we
find that Li donates at least 0.2 electrons while F accepts at least
0.3 electrons from graphene. In addition, we find that a pinning
of the potential to the positive/negative electrode occurs for Li(n-
doping)/F(p-doping) for positive bias, consistent with the poten-
tial drops obtained from field effect gating (see Fig. 2). Adatoms
may therefore provide an alternative way to manipulate the volt-
age drop by pinning the potential to either of the two electrodes.
This underlines the conclusion that the main effect is determined
by the addition or removal of charge from the device, together
with the uneven injection rates from the electrodes.

Conclusion

We have implemented an electrostatic gate method which in-
troduce charge carriers and the corresponding electric field in a
capacitor-like setup in self-consistent DFT-NEGF calculations with
open boundary conditions to semi-infinite electrodes. The gate
method has been applied to several graphene constrictions where
the narrowest junction corresponds to a graphene nanoribbon
with either Hydrogen or Oxygen passivation. For positive volt-
age bias and with electrostatic gating the junction potential gets
preferentially pinned to the positive(negative) electrode for n(p)-
type doping charge, and vice versa for polarity changes of gating
and/or bias. Thus the position of the voltage drop can be manipu-
lated by the gate potential or correspondingly from charge doping
from adatoms. The constrictions was found to couple selectively
to the electrode with the highest DOS contribution in the bias
window. The behavior was traced back to the vanishing DOS of
graphene close to the Dirac point. A simple perturbation model
showed how the selectivity is due to the low DOS of graphene
around the Fermi level, irrespective of the details of the junction
electronic structure. The V-shaped DOS is also true for the lo-
cal DOS at armchair edges.19 Thus we anticipate that our results
also apply to molecular junctions more weakly coupled via a bar-
rier to armchair edges of graphene. We suggest that this selec-
tivity and high potential gradient can be utilized in experiments
on nanostructured graphene or similar 2D materials to control
regions of reactivity, manipulate polar adsorbates, or providing
control of and insights into the local Joule heating.25,35 We ex-
pect that Kelvin Atomic Force Microscopy,36 Scanning Tunnelling
Potentiometry37 or Low-Energy Electron Potentiometry38 to be
suitable experimental techniques to examine the effect pointed
out here in nanostructured graphene.

Methods

The simulations have been performed using the
SIESTA/TranSIESTA code with the PBE-GGA functional for
exchange-correlation39 and a SZP basis-set. A confinement radii
determined from an energy shift of 230meV. The real-space
grid cutoff was 230Ry. The electronic temperature has been set
to 25meV (50meV for the O-terminated constriction). Unless
stated otherwise, the smearing parameter η was set to 10−2 eV.
The geometries were relaxed until all forces were smaller
than 5 × 10−2 eV/Å. Five transverse k-points were used in the
electronic structure calculation. This was increased to between
25 and 50 k-points in the transport calculations. The transmission
data have subsequently been interpolated.40 A vacuum gap of
120Å was used in the direction normal to the constriction plane.

Our field effect setup consists of a gate electrode, a dielectric,
and the system, here being the graphene nanojunctions. Apply-
ing a gate voltage charges the system and electrodes like in a
capacitor setup, thus inducing an electrostatic potential gradient
across the dielectric, which in this implementation is vacuum. The
additional charge will redistribute to create a polarization in the
system along the electric field direction. Such field effect setups
can be realized in open-boundary DFT calculations by employ-
ing a nonequilibrium Green function (NEGF) scheme,24,41 or by
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solving the Poisson equation with appropriate boundary condi-
tions.42,43 The former is a computationally expensive calculation
compared to the latter.

Analogous to a plate capacitor setup we assume that an applied
gate voltage induces an electron charge −δe− in the system and a
corresponding counter-charge +δe− in the gate plane. This situa-
tion is accounted for by charging the system with a given electron
charge g = −δe−, and by distributing homogeneously the corre-
sponding counter-charge +δe− in a well defined region of the
unit-cell, denoted gate, so that the overall system+gate remains
charge neutral. The setup is shown schematically in Fig. 1a. Thus
for g > 0 we have a p-doped system, similarly for g < 0 we have
a n-doped system. Solving the Poisson equation inherently calcu-
lates the electric field between the gate and the system. As the cal-
culation cell is periodic we apply the slab dipole correction42 to
terminate the periodic electric field induced by the charge redis-
tribution. The gating method can readily be adopted to transport
calculations using NEGF if the gate is uniformly applied to the
electrodes and the device. Additionally, the gate at the electrodes
must have a resulting electric field perpendicular to the applied
bias to assert the correct boundary conditions. Our implementa-
tion resembles that of Brumme et al.44,45 except that we use a
linear combination of atomic orbitals method, which means that
the dielectric need not be simulated by a potential barrier to limit
electronic penetration.

We note that the DFT-NEGF24 calculation relies on calculating
the density by occupying the left and right scattering states to the
different respective chemical potentials. This is done by integrat-
ing the left/right spectral density matrices, AL/R, given in terms
of the retarded Greens function, G,

AL/R(E) = G(E)ΓL/R(E)G
†(E), (4)

G(E) =
[

(E + iη)S−H−ΣL(E)−ΣR(E)
]

−1
. (5)

Here H, S, ΓL/R(E) = i[ΣL/R(E)−Σ
†
L/R

(E)] are the Hamiltonian,
the overlap and the electrode broadening matrices. The param-
eter η → 0+ introduce a vanishingly small broadening of DOS.
However, a finite η broadens the electrode DOS.

The simple Voltage drop model is developed based on the fol-
lowing more detailed description. We consider a left-right sym-
metric conductor. In nonequilibrium the density (matrix) can for-
mally be written at as an “equilibrium” contribution correspond-
ing to the equilibrium Fermi energy, EF , plus two “nonequilib-
rium” contributions originating from the change in filling of left
and right originating scattering states, say, µL > EF > µR). The
“nonequilibrium” terms corresponding to negative charge injec-
tion from the negative electrode, and positive charge injection
from the positive electrode,

ρ =−

1

π

∫

dE ImG(E)nF,EF
+δe−δh, (6)

where δe and δh are defined in Eqs. (2) and (3). We choose
EF = (µL +µR)/2 and consider the different fillings as a perturba-
tion. If we neglect the resulting Landauer dipole field in H, which
appear in the response to this perturbation in the self-consistent

DFT-NEGF calculation, then the first “equilibrium” term can not
break left-right symmetry and result in a left-right symmetric den-
sity. It is then clear that the symmetry breaking and charge in the
device is determined by the competition between the latter two
contributions which are of opposite sign.

The systems studied here belong to the class highly conducting
carbon junctions for which the DFT-NEGF method has been com-
pared favorably to detailed experiments both in the linear46,47

and non-linear conductance regime.48 In any case, we are here
mainly interested in the qualitative aspects of the behavior of the
voltage drop.
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