
This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. We will replace this Accepted Manuscript with the edited 
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 

Accepted Manuscript

www.rsc.org/pccp

PCCP

http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/


Quantum dynamics of the photostability of pyrazine†
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We investigate the radiationless decay of photoexcited pyrazine to its ground electronic state using multireference electronic

structure and quantum dynamics calculations. We construct a quadratic vibronic coupling Hamiltonian, including the four lowest

electronic states and ten vibrational modes, by fitting against more than 5000 ab-initio points. We then use this model to simulate

the non-adiabatic excited state dynamics of the molecule using the multi-configuration time-dependent Hartree method. On the

basis of these calculations, we propose a new mechanism for this decay process involving a conical intersection between the

Au(nπ∗) state and the ground state. After excitation to the B2u(ππ∗) state, the molecule decays to both the B3u(nπ∗) and Au(nπ∗)
states on an ultrashort time scale of approximately 20 fs. The radiationless decay to the ground state then occurs from the Au(nπ∗)
state on a much longer time scale.

1 Introduction

The dynamics of molecular systems in excited electronic

states is an important topic in modern physical chemistry. Af-

ter electronic excitation, many molecules undergo ultrafast

radiationless decay processes, resulting from the existence

of regions of the nuclear configuration space where two or

more potential energy surfaces are degenerate. These fea-

tures, known as conical intersections,1,2 are associated with

a strong coupling between the electronic and nuclear motions,

and hence, with a breakdown of the Born-Oppenheimer ap-

proximation.

Our understanding of these ultrafast non-adiabatic pro-

cesses, often occurring on a sub-picosecond time scale, has

greatly benefited from the development of time-resolved spec-

troscopic techniques,3–5 and efficient computational meth-

ods.6–9

Pyrazine is a benchmark system for the study of non-

adiabatic effects occurring at conical intersections. Its UV

spectrum10–16 exhibits a broad band dominated by a transition

to the B2u(ππ∗) state, indicating a large density of states char-

acteristic of the existence of strong vibronic couplings with

lower electronic states. Time-resolved photoelectron spec-

† Electronic Supplementary Information (ESI) available containing the nu-

merical values of all the parameters of the vibronic coupling model Hamil-

tonian used in this paper, and quantum dynamics simulations illustrating the

influence of the position of the Au(nπ∗) state on the efficiency of the internal

conversion process occuring to this state in the first tens of femtosecond after
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mail: matthieu.sala@u-bourgogne.fr.
b CTMM, Institut Charles Gerhardt UMR 5253 CNRS, CC 15001, Université

Montpellier 2, F-34095 Montpellier, France

troscopy studies17–19 revealed the existence of two time con-

stants. The first one, of approximately 20 fs, is associated

with an ultrafast internal conversion process occurring from

the B2u(ππ∗) state. The second one, of approximately 20 ps,

has been ascribed to a subsequent internal conversion process

leading the molecule back to its ground electronic state.

From the theoretical point of view, numerous studies of the

excited electronic state energies and properties based on high-

level electronic structure calculations have been reported.20–27

The UV spectrum and the excited state nuclear dynamics of

the molecule have been studied using reduced28–36 and full

dimensional37–42 quantum dynamics, as well as various semi-

classical dynamics methods.43–54 Pyrazine has also been used

as a convenient model system for the study of the laser control

of non-radiative transitions at conical intersections.55–63

In most previous theoretical studies of the photophysics

of pyrazine, only the bright B3u(ππ∗) and B2u(ππ∗) elec-

tronic states were considered. In 2008, trajectory surface

hopping (TSH) simulations based on time-dependent den-

sity functional theory (TDDFT) electronic structure calcula-

tions performed by Bonačić-Koutecký et al.52 suggested that

the low-lying dark Au(nπ∗) and B2g(nπ∗) states were signif-

icantly populated through internal conversion from the bright

B2u(ππ∗) state in a time scale of a few tens of femtoseconds.

Further works based on TSH54 and wavepacket propagation

simulations35 reported a significant internal conversion to the

Au(nπ∗) state, but not to the B2g(nπ∗) state. However, very

recently, Fujimura et al.36 questioned these results based on

multi-reference configuration interaction (MRCI) calculations

and wavepacket propagation simulations. They claimed that

the internal conversion process to the Au(nπ∗) state previously

reported was a consequence of the “poor accuracy” of the
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TDDFT and extended multi-configuration quasi-degenerate

second order perturbation theory (XMCQDPT2) electronic

structure calculation methods used in refs.52 and35 respec-

tively. This disagreement is discussed in the present paper

(see Section 2 below).

The decay of the molecule to its ground electronic state ob-

served experimentally after excitation to the B2u(ππ∗) state,

has been less intensively investigated. Yamazaki et al. mea-

sured a lifetime of 25 ps for the high-lying vibronic levels of

the first singlet excited state.10 Wang et al. used femtosec-

ond time-resolved photoelectron imaging to follow the decay

of the molecule after electronic excitation.17 At a pump wave-

length of 264 nm (∼ 4.70 eV), they measured a decay time

constant of 22 ps and ascribed it to an internal conversion

process from the first singlet excited state to the ground state.

Stert et al., using similar techniques, measured a decay time

constant of 22 ps at a pump wavelength of 266.7 nm (∼ 4.65

eV) and a decay time constant of 17.5 ps at a slightly lower

excitation wavelength of 261.3 nm (∼ 4.75 eV).18 Again, this

decay process was interpreted as an internal conversion pro-

cess to the ground state. The authors analyzed these results in

light of the theoretical work of Domcke et al.,64 who demon-

strated the existence of a conical intersection between the first

excited singlet state and the ground state at a geometry similar

to the so-called prefulvene conical intersection responsible for

the “channel 3” phenomenon in benzene (see Section 3).65–73

In their recent TSH study,54 Mitrić et al. found a minor radi-

ationless decay of the molecule to the ground state during the

first 200 fs after excitation to the bright B2u(ππ∗) state, oc-

curing through a ring-puckering coordinate leading to a low-

lying S1/S0 conical intersection, in agreement with the work

of Domcke et al..64

In this paper, we propose an alternative mechanism for this

decay process to the ground electronic state, involving a con-

ical intersection between the Au(nπ∗) state and the ground

state. To support this hypothesis, we present quantum dy-

namics simulations, performed using the multi-configuration

time-dependent Hartree (MCTDH) method,74–77 based on a

quadratic vibronic coupling model Hamiltonian78 including

the four lowest electronic states and ten vibrational modes.

The model is constructed via fitting to the results of exten-

sive ab-initio electronic structure calculations performed with

the complete active space self-consistent field (CASSCF) and

XMCQDPT2 methods.79

The rest of this paper is organized as follows: the vibronic

coupling model Hamiltonian used in this work is presented

in Section 2, the decay pathways to the ground state are ana-

lyzed using electronic structure calculations in Section 3, the

multi-configuration time-dependent Hartree method, used for

the quantum dynamics calculations is briefly presented in Sec-

tion 4, simulations of the UV absorption spectrum and the ex-

cited state dynamics of the molecule are presented and dis-

cussed in Section 5 and Section 6 concludes the paper.

2 The model Hamiltonian

The usual adiabatic representation for the electronic states is

not adapted for the study of the excited state non-adiabatic

dynamics of molecular systems because, in this representa-

tion, the derivative coupling terms have a singular behavior at

conical intersections, and the corresponding regions of the po-

tential energy surfaces have a complicated topography.78,80,81

In this case, it is more convenient to work in a so-called qua-

sidiabatic representation, which is obtained from the adiabatic

representation through a unitary transformation designed to

minimize the derivative coupling terms, such that they can be

neglected. In this representation, the electronic couplings ap-

pear as scalar, potential-like operators, and the potential ma-

trix elements have a simple and smooth topography. As usual,

the quasidiabatic representation will be simply termed diabatic

representation in the rest of this paper.

We used the quadratic vibronic coupling model of Köppel et

al..78 In this model, the diabatic Hamiltonian HHH000(QQQ), written

as a function of dimensionless normal coordinates32,78 which

are gathered in the vector QQQ, reads

HHH000(QQQ) = ∑
i

ωi

2

(

−
∂ 2

∂Q2
i

+Q2
i

)

III +WWW (QQQ). (1)

The first term of this equation is the ground state Hamiltonian

in the harmonic approximation multiplied by the identity ma-

trix III. The second term is the non-diagonal potential energy

matrix, whose elements are expressed as Taylor expansions

around a reference geometry QQQ000, chosen as the ground state

equilibrium geometry in this work

Wαα(QQQ) = Eα +∑
i

κ
(α)
i Qi +∑

i, j

γ
(α)
i j QiQ j + · · ·

Wαα ′(QQQ) = ∑
i

λ
(αα ′)
i Qi +∑

i, j

µ
(αα ′)
i j QiQ j + · · · .

(2)

Here, α 6= α ′, the Eα are the vertical excitation energies, κ
(α)
i

and γ
(α)
i j are respectively the linear and quadratic intrastate

coupling constants for the αth electronic state and λ
(αα ′)
i and

µ
(αα ′)
i j are respectively the linear and quadratic interstate cou-

pling constants between the αth and α ′th electronic states. For

highly symmetric molecules, such as pyrazine, many of the

terms appearing in eq. (2) vanish by symmetry. The non-

vanishing linear terms fulfill

Γα ⊗ΓQi
⊗Γα ′ ⊃ Ag, (3)

where Γα and ΓQi
denote the irreducible representations of the

αth electronic state and of the ith vibrational mode. Similarly,
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the non-vanishing quadratic terms fulfill

Γα ⊗ΓQi
⊗ΓQ j

⊗Γα ′ ⊃ Ag. (4)

Similar expressions hold for higher-order terms.

The four lowest electronic states, which are the ground,

B3u(nπ∗), Au(nπ∗) and B2u(ππ∗) states, and ten out of the

twenty-four vibrational modes of the molecule were included

in our model. The modes included are those with large first-

order coupling constants. Specifically, our model includes the

four Ag modes ν6a, ν1, ν9a and ν8a, the only B1g mode ν10a

which couples the B3u(nπ∗) and B2u(ππ∗) states at first order,

the B3g mode ν8b which couples the B3u(nπ∗) and Au(nπ∗)
states at first order, the B2g modes ν4 and ν5 which couple the

Au(nπ∗) and B2u(ππ∗) states at first order, and the Au modes

ν16a and ν17a which couple the ground and Au(nπ∗) states at

first order. The B2u and B3u modes, mediating the coupling be-

tween the ground state and the B2u(ππ∗) and B3u(nπ∗) states,

respectively, were not included in our model because the en-

ergy separation between them is large enough.

All the first and second order terms were included in the

expansion of the potential matrix elements of eq. (2). In addi-

tion, some selected third and fourth order terms were included

in our model. Specifically, third order terms of the form

W
(3)
αα (QQQ) = ∑

i, j

σ
(α)
i j Q2

i Q j

W
(3)
αα ′(QQQ) = ∑

i, j

θ
(αα ′)
i j Q2

i Q j,
(5)

and diagonal fourth order terms of the form

W
(4)
αα (QQQ) = ∑

i

η
(α)
i Q4

i , (6)

were included. The linear intrastate coupling constants κ
(α)
i

are reported in Table 1 and the linear interstate coupling con-

stants λ
(αα ′)
i and quadratic intrastate coupling constants γ

(α)
ii

for the non-totally symmetric modes are reported in Table 3.

A more detailed description of the Hamiltonian and the value

of the parameters are reported in the ESI†.

Table 1 Linear intrastate coupling constant κ
(α)
i values (in eV)

obtained in this work. The values between parenthesis are the

dimensionless quantities κ
(α)
i /ωi.

B3u(nπ∗) Au(nπ∗) B2u(ππ∗)

κ6a -0.075(-1.021) -0.162(-2.204) 0.136(1.851)

κ1 -0.045(-0.357) -0.088(-0.698) -0.190(-1.506)

κ9a 0.120(0.779) -0.064(-0.416) 0.051(0.331)

κ8a -0.067(-0.337) -0.413(-2.057) 0.056(0.281)

The adiabatic potential energy surfaces are obtained by di-

agonalizing the diabatic potential energy matrix WWW (QQQ), and

the parameters of the model can be fitted to the adiabatic elec-

tronic energies computed using ab-initio electronic structure

calculations. The methodology used for the electronic struc-

ture calculations has been presented in our previous work.35

The aug-cc-pVDZ basis set of Dunning82 was used in all

the calculations. The ground state equilibrium geometry

and vibrational modes were performed with the second-order

Møller-Plesset (MP2) method, using the Gaussian 03 program

package.83 Excited state calculations were performed with

the CASSCF and XMCQDPT2 method,79 as implemented

in the Firefly QC package,84 which is partially based on the

GAMESS (US) source code.85 For the CASSCF wavefunc-

tion, an active space of ten electrons in eight orbitals, in-

cluding the three occupied π orbitals, the three virtual π∗ or-

bitals and the two nitrogen lone pair orbitals, was used. The

orbitals were averaged over the five lowest CASSCF states

(SA5-CASSCF). The XMCQDPT2 method is a new vari-

ant of multistate multireference perturbation theory especially

designed for a correct description of excited states around

avoided crossings and conical intersections. It has been ap-

plied to a number of problems of biological and photochem-

ical interest,86–93 and was shown to compare favorably with

respect to experimental observations and other high-level the-

oretical methods.94–97

A detailed discussion and comparison of our XMCQDPT2

vertical excitation energies with respect to previously reported

high-level ab-initio calculations can be found in our previous

work.35 Here we discuss our results in relation with the recent

work of Fujimura et al.36, in which the internal conversion

to the Au(nπ∗) state found in previous TSH dynamics simula-

tions52,54 and in our previous work35 was claimed to be a con-

sequence of the inaccuracy of the TDDFT and XMCQDPT2

methods. The authors used MRCI electronic structure calcu-

lations to construct various two-dimensional coupled diabatic

potential energy surfaces and performed wavepacket propaga-

tions. They found no evidence of internal conversion from

the initially excited B2u(ππ∗) state to the Au(nπ∗) state. Our

XMCQDPT2 vertical excitation energies for the three lowest

singlet excited electronic states are reported in Table 2 in com-

parison with the MRCI values of Fujimura et al.36 and avail-

able experimental values.

The central issue at the origin of the discrepancy between

the results of Fjimura et al. and ours is the relative position

of the Au(nπ∗) and B2u(ππ∗) states, which remains contro-

versial, despite the large amount of previous work devoted

the characterization of the excited electronic states of pyrazine

at its ground state equilibrium geometry.20–27 The absorption

band maximum of the B2u(ππ∗) state has been measured at

4.81 eV.10,11,16 It is well known, however, that the the absorp-

tion band maximum of a given state can differ from its ver-

tical excitation energy.98,99 The position of the Au(nπ∗) state

has been measured at 5.0 eV by near-threshold electron en-
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Table 2 Experimental and calculated electronic excitation energies

in eV. The value between parenthesis refers to the vertical excitation

energy of the Au(nπ∗) state adjusted to obtain the best agreement

between our computed absorption spectrum and the experimental

one.

MRCI36 XMCQDPT2 (this work) exp.

B3u(nπ∗) 4.55 3.93 3.83a 10

Au(nπ∗) 5.52 4.45 (4.80) 5.015

B2u(ππ∗) 5.16 4.79 4.8110

a 0-0 transition

ergy loss spectroscopy,15. However, this value appears con-

troversial. For instance, a value of 4.72 eV was considered in

refs.26,27 as a reference value.

From the theoretical point of view, rather large varia-

tions in the exist among the calculated relative energy of the

Au(nπ∗) and B2u(ππ∗) states reported in the litterature (see

Table 3 in ref.35). Briefly, previous CASPT222,24,27,100 and

CC2101 calculations predicted the Au(nπ∗) state to lie below

the B2u(ππ∗) state. CC3 calculations101 predicted these two

states to be essentially degenerate, whereas SAC-CI26, EOM-

CCSD(T)23 and MRCI35 calculations predicted the Au(nπ∗)
state to lie above the B2u(ππ∗) state. Note that the EOM-

CCSD(T) calculations23 predicted the B2u(ππ∗) state vertical

excitation energy at 4.64 eV, which is below the experimental

0-0 transition of 4.69 eV.16

As seen in Table 2, our XMCQDPT2 values for the bright

B3u(nπ∗) and B2u(ππ∗) states are in good agreement with the

experimental values. In contrast, as discussed in our previous

work,35 our vertical excitation energy for the dark Au(nπ∗)
state appears underestimated with respect to experiment. In

order to cope with this issue, the Au(nπ∗) state vertical exci-

tation energy was adjusted to provide the best possible agree-

ment between our calculated absorption spectrum and the ex-

perimental one (see Section 5.1). This strategy was also used

in our previous work.35 In this work, a value of 4.80 eV was

retained. This value brings the Au(nπ∗) and B2u(ππ∗) states

to near degeneracy at the FC geometry which is in reasonable

agreement with experiment.

In contrast, the MRCI values of Fujimura et al. appear

overestimated with respect to the experimental value. Specif-

ically, their vertical excitation energy for the B2u(ππ∗) state

is 0.35 eV above the experimental value while the vertical ex-

citation energies for the B3u(nπ∗) and Au(nπ∗) states appear

too high by approximately 0.5 eV. Furthermore, in the work of

Fujimura et al., the possibility of an internal conversion pro-

cess from the B2u(ππ∗) state to the Au(nπ∗) state was rejected

on the basis of two-dimensional models. Specifically, two sets

of two dimensional coupled diabatic PESs were constructed,

including the ν6a totally symmetric mode and the ν4 mode of

B2g symmetry in the first case, and the ν6a and the ν5 mode of

B2g symmetry in the second case. We believe that such low di-

mensional model, while informative, are not sufficient to rule

out the importance of the Au(nπ) state in the excited state dy-

namics of pyrazine. First it is known that a qualitatively cor-

rect simulation of the absorption spectrum requires at least to

take into account the ν1 and ν9a totally symmetric modes.32,34

In addition, the ν4 and ν5 coupling modes should be taken

into account together as their contribution to the coupling be-

tween the B2u(ππ∗) and Au(nπ∗) state adds up. To support

our point, we have performed quantum dynamics simulations

of the excited state dynamics of the molecule after excitation

to the B2u(ππ∗) state using our 10D model and two different

values of 4.8 and 5.0 eV for the Au(nπ∗) state vertical excita-

tion energy. These calculations, presented in the ESI†, show

that even in the second case, where the Au(nπ∗) state lies 0.21

eV above the B2u(ππ∗) state at the FC geometry, a significant

amount of population is transfered to the Au(nπ∗) state during

the first 100 fs after excitation.

We thus believe that, provided that the adjusted value for the

Au(nπ∗) state vertical excitation energy is used in our model,

the internal conversion from the B2u(ππ∗) state to the Au(nπ∗)
state observed in our quantum dynamics simulations is not an

artefact caused by a lack of accuracy of our electronic struc-

ture calculations.

Our model includes 258 parameters, which were obtained

by a least-square fit to more than 5000 XMCQDPT2 ab-initio

points. In the fitting of large vibronic coupling model poten-

Table 3 Quadratic intrastate γ
(α)
ii and linear interstate coupling

constant λ
(αα ′)
i values (in eV) obtained in this work. The values

between parenthesis are the dimensionless quantities λ
(αα ′)
i /ωi.

mode symm. λ γ(1) γ(2) γ(3) γ(4)

ν10a B1g 0.190(1.638) 0.008 -0.016 -0.046 -0.010

ν4 B2g 0.062(0.682) -0.007 -0.032 -0.031 -0.032

ν5 B2g 0.031(0.266) -0.002 -0.017 -0.029 -0.021

ν8b B3g 0.205(1.065) 0.045 -0.011 0.002 -0.015

ν16a Au 0.152(3.638) 0.003 0.012 -0.009 -0.028

ν17a Au 0.134(1.119) 0.001 -0.020 -0.040 -0.025

tials,98,102,103 it is customary to multiply the function to opti-

mize by a weight function, in order to ensure a better accuracy

of the model in low-energy regions of the nuclear configu-

ration space. However, in our case, the conical intersection

between the ground and Au(nπ∗) states occur at rather high

energies, see Fig. 5 in Section 3 below. Therefore, apply-

ing a weight function giving priority to low-energy geometries

would have resulted in an inaccurate model potential in the re-

gion of this conical intersection, which is a key feature for the

process investigated in this work. To avoid this problem, the
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calculated points were separated in two groups. A first group,

denoted G1, containing points calculated at geometries around

the Franck-Condon region, where the weight function was ap-

plied, and a second group, denoted G2, containing points cal-

culated at geometries around the conical intersection between

the ground and Au(nπ∗) states and the pathway connecting

it to the Franck-Condon region, where the weight function

was not applied. The functional to be optimized was thus ex-

pressed as

∆ = ∑
α

∑
i∈G1

(

V
(α)
i −V

(α),mod
i

)2

F
(α)
i

+ ∑
α

∑
j∈G2

(

V
(α)
j −V

(α),mod
j

)2

. (7)

In this equation, the weight function is given by

F
(α)
i = exp

[

−
(

V
(α)
i −V

(α)
0

)]

, (8)

where V
(α)
0 is the value of the αth adiabatic potential at the

ground state equilibrium geometry. The optimization was

performed using a pseudo-Newton-Raphson method with ap-

proximate Hessian updated through the Broyden-Fletcher-

Goldfarb-Shanno scheme. A weighted root-mean-square de-

viation of 0.053 eV was achieved.
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Fig. 1 Cuts of the potential energy surfaces of the ground (black),

B3u(nπ∗) (blue), Au(nπ∗) (red) and B2u(ππ∗) (green) states along

the four totally symmetric dimensionless normal coordinates. The

circles represent the XMCQDPT2 energies and the solid lines

represent the energies obtained from our model potentials (see

Section 2).

Cuts of the potential energy surfaces along the four totally

symmetric modes included in our model are presented in Fig.

1. Both the ab-initio energies and the energies obtained from

our model are shown. Fig. 1 (a) presents a cut along the

ν6a mode. It shows the existence of Au(nπ∗)/B2u(ππ∗) and

B3u(nπ∗)/B2u(ππ∗) conical intersections lying close to the

ground state equilibrium geometry, explaining the competi-

tion between internal conversion to the B3u(nπ∗) and to the

Au(nπ∗) states, after excitation to the B2u(ππ∗) state found in

our previous work.35 Fig. 1 (d) presents cuts of the potential

energy surfaces along the ν8a mode and shows the existence

of a low-lying conical intersection between the B3u(nπ∗) and

Au(nπ∗) states, which was found in our previous work35 to be

responsible for oscillations of the population between these

two states after the initial decay from the B2u(ππ∗) state.
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Fig. 2 Cuts of the potential energy surfaces of the ground (black), S1

(blue), S2 (red) and S3 (green) states along the non-totally

symmetric dimensionless normal coordinates Q10a, Q4, Q5 and Q8b.

The circles represent the XMCQDPT2 energies and the solid lines

represent the energies obtained from our model potentials (see

Section 2).

Cuts of the potential energy surfaces along the B1g ν10a

mode, the B2g ν4 and ν5 modes and the B3g ν8b mode are

presented in Fig. 2. As seen in Table 3, the linear interstate

coupling constants associated with the ν10a mode, which cou-

ples the B3u(nπ∗) and B2u(ππ∗) states at first order, and with

the ν8b mode, which couples the B3u(nπ∗) and Au(nπ∗) states

at first order, are large. These strong couplings result in a re-

pelling of the corresponding adiabatic potential energy sur-

faces, as seen in Fig. 2 (a) and (d). The coupling between

the Au(nπ∗) and B2u(ππ∗) states, mediated by the ν4 and ν5

modes is comparatively smaller, as seen in table 3 and Fig. 2

(b) and (c).

1–14 | 5

Page 5 of 14 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



3 Decay pathways to the ground electronic

state

After the initial ultrafast decay from the B2u(ππ∗) state,

pyrazine further decays to its ground electronic state on a

much longer time scale of approximately 20 ps.17,18 This de-

cay process has been interpreted in light of the theoretical

work of Domcke et al.64 who reported the existence of a con-

ical intersection between the A′′(ππ∗) excited state and the

ground state at a geometry which is reminiscent of the preful-

vene conical intersection in benzene.65–73 We note that sim-

ilar conical intersections have been reported for other sim-

ple benzene derivatives such as phenol104 or aniline.105 In all

these molecules, the prefulvene conical intersection is sepa-

rated from the Franck-Condon region by a potential energy

barrier. The geometries of the minimum and prefulvene tran-

sition state on the A′′(ππ∗) state were optimized at the state

specific CASSCF level of theory. The prefulvene minimum

energy conical intersection with the ground state was opti-

mized at the state averaged CASSCF level of theory with equal

weights given to the two states forming the conical intersec-

tion. These geometries are shown in Fig. 3.

Fig. 3 Ground state equilibrium geometry (MinGS) optimized at the

MP2 level of theory and B2u(ππ∗) state minimum (Minππ∗ )

prefulvene transition state (TSpr) and prefulvene minimum energy

conical intersection (CIpr) geometries optimized at the CASSCF

level of theory. The nitrogen atoms are featured in blue, the carbon

atoms in gray and the hydrogen atoms in white. The CN and CC

bond lengths are given in Å.

The B2u(ππ∗) minimum has a D2h geometry with elongated

CC and CN bonds, with respect to the ground state equilib-

rium geometry. The prefulvene transition state and minimum

energy conical intersection have a Cs symmetry, and are char-

acterized by an out-of-plane distortion of one of the two ni-

trogen atoms of the molecule. They both show an elongation

of the CC bonds and of the CN bonds involving the out-of-

plane nitrogen atom, and a contraction of the other CN bonds.

We computed a linearly interpolated scan in internal coordi-

nates (LIIC), at the SA5-CASSCF and XMCQDPT2 levels of

theory, between the minimum of the B2u(ππ∗) state and the

prefulvene conical intersection. These scans were split into

two parts, a first part between the minimum of the B2u(ππ∗)
state and the prefulvene TS, and a second part between the

prefulvene TS and the prefulvene MECI. The results of these

calculations are presented in Fig. 4. At the CASSCF level

0 5 10 15
2

3

4

5

6

7

LIIC (amu1/2a
0
)

E
 (

eV
)

(a)

0 5 10 15
2

3

4

5

LIIC (amu1/2a
0
)

(b)

Fig. 4 Linearly interpolated scans from the minimum of the

B2u(ππ∗) state to the prefulvene minimum energy conical

intersection through the transition state (see text for details),

computed at the SA5-CASSCF (a) and XMCQDPT2 (b) levels of

theory. The vertical black dashed line show the position of the

SS-CASSCF optimized prefulvene transition state. The potential

energy scans corresponding to the adiabatic electronic states

continuously connected to the ground state (black), B3u(nπ∗) state

(blue), Au(nπ∗) state (red) and B2u(ππ∗) state (green), at D2h

symmetry, are shown. The dashed lines connecting the points are

plotted to guide the eyes.

of theory (panel (a) of Fig. 4), the B2u(ππ∗) state is the first

excited state at its minimum geometry, with an energy of 4.70

eV with respect to the ground state equilibrium geometry. The

CASSCF LIIC shows the existence of a rather large poten-

tial energy barrier of approximately 0.54 eV on the pathway

leading to the prefulvene conical intersection. One can see in

this figure that the TS on the A′′(ππ∗) curve does not match

the position of the optimized TS, given by the vertical black

dashed line. This is because the optimization was performed at

the SS-CASSCF level of theory whereas the potential energy

scan was performed at the SA5-CASSCF level of theory. The

XMCQDPT2 LIIC (panel (b) of Fig. 4) shows rather differ-

ent energies and topographies of the potential energy curves.

This indicates that the inclusion of the dynamic electronic cor-
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relation effects is necessary to obtain accurate results. At the

XMCQDPT2 level of theory, the B2u(ππ∗) state is the second

excited state at its minimum geometry, above the B3u(nπ∗)
state, with an energy of 4.59 eV with respect to the ground

state equilibrium geometry. In addition, while at the CASSCF

level of theory, the Au(nπ∗) state is much higher in energy, at

the XMCQDPT2 level of theory, it lies only slightly above the

B2u(ππ∗) state. The XMCQDPT2 LIIC shows the existence

of a potential energy barrier of approximately 0.30 eV, signif-

icantly smaller than the CASSCF barrier. The A′′(nπ∗) and

A′′(ππ∗) states (the adiabatic states continuously connected to

the B3u(nπ∗) and B2u(ππ∗) states) form a narrowly avoided

crossing just after the barrier, because at Cs geometries, both

states have A′′ symmetry.

It is well known that the benzene molecule shows a simi-

lar decay pathway involving a prefulvene conical intersection

between the first ππ∗ excited state and the ground state, sepa-

rated from the Franck-Condon geometry by a potential energy

barrier.64,65 Experimentally, after excitation close to the origin

of the first ππ∗ state, no ultrafast dynamics is observed, and

the molecule decays via fluorescence and intersystem cross-

ing. However, after excitation to the first ππ∗ excited state

with an excess energy of more than 3000 cm−1, an ultrafast

decay on a time scale of the order of 200 fs is observed.70,72

This excess energy is interpreted as the energy needed to over-

come the potential energy barrier along the prefulvene path-

way. By analogy, the prefulvene decay channel in pyrazine is

not expected to be open below approximately 4.9 eV, which

is our estimated energy at the top of the potential energy bar-

rier on the A′′(ππ∗) state. Therefore, the decay to the ground

state observed experimentally with a time constant of approx-

imately 20 ps after excitation at a wavelength of 266.7 nm (∼
4.65 eV) should proceed via a different mechanism.

In this paper, we propose an alternative mechanism to ex-

plain the decay of pyrazine to its ground electronic state. It

involves a conical intersection between the Au(nπ∗) state, pop-

ulated almost immediately after excitation to the B2u(ππ∗)
state, and the ground state. Fig. 5 presents cuts of the potential

energy surfaces of the four electronic states of interest along

an effective coordinate defined as Qeff = κ6aQ6a + κ1Q1 +
κ8aQ8a +κ9aQ9a, where the κi are the components of the gra-

dient of the Au(nπ∗) potential energy surface at the ground

state equilibrium geometry along the totally symmetric modes

obtained in our previous work.35 It shows the existence of a

conical intersection between the Au(nπ∗) state and the ground

state. This conical intersection appears rather high in energy.

However, we note that the crossing point shown in Fig. 5 is

not the minimum of the seam of conical intersection between

the Au(nπ∗) state and the ground state. In addition, even if, af-

ter excitation at approximately 4.65 eV, the wavepacket does

not have a sufficient energy to reach the actual seam of conical

intersection, it can reach a region where the Au(nπ∗) and the
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E
ne

rg
y 
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V

)

Fig. 5 Cut of the potential energy surfaces of the ground (black)

B3u(nπ∗) (blue), Au(nπ∗) (red) and B2u(ππ∗) (green) states along

an effective coordinate Qeff. The circles represent the XMCQDPT2

energies and the solid line represent the energies obtained from our

model potentials (see Section 2).

ground state potential energy surfaces are close in energy, and

where a slow internal conversion to the ground state can oc-

cur, consistently with the large time constant of approximately

22 ps observed experimentally.17,18 In addition, as seen in Ta-

ble 3, the linear interstate coupling constant associated with

the Au ν16a and ν17a modes, which couple the ground and

Au(nπ∗) states at first order, are rather large. We note that, al-

though these two coupling constants have similar values, be-

cause the frequency of the ν16a mode is significantly lower

than the frequency of the ν17a mode (our MP2 computed val-

ues are ω16a = 337 cm−1 and ω17a = 942 cm−1, see Table 2

in ref.35), the coupling between the ground and Au(nπ∗) states

is expected to be predominantly mediated by the ν16a mode.

In Fig. 6, we present cuts of the potential energy surfaces of

the adiabatic electronic states continuously connected to the

ground and Au(nπ∗) state at D2h symmetry along the two Au

ν16a and ν17a modes for different fixed values of Qeff. Here,

the model potentials reproduce slightly less accurately the ab-

initio points than in Figs. 1 and 2, because the potential cuts

presented in Fig. 6 correspond to geometries involving sig-

nificant displacements along five coordinates. The effect of

the vibronic coupling on the shape of the adiabatic potential

energy curves is seen, even at geometries where the two cou-

pled electronic state are separated by a significant energy gap.

This is the case, for instance, in panel (c) of Fig. 6, showing

cuts of the potentials along the ν16a mode at a fixed value of

Qeff = 2.85. The energy difference between the two adiabatic

states is of roughly 1 eV at Q16a = 0, and yet, the potential

energy curves show an avoided crossing, characteristic of a

significant non-adiabatic coupling.

We note here that the model Hamiltonian presented in Sec-

tion 2 is not able to describe the prefulvene decay pathway
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Fig. 6 Cut of the potential energy surfaces of the ground (black) and

Au(nπ∗) (red) states along the Q16a and Q17a coordinates for

different values of the effective coordinate Qeff (see Fig. 5),

Qeff = 1.87 (a) and (b), Qeff = 2.85 (c) and (d), Qeff = 3.74 (e) and

(f). The circles represent the XMCQDPT2 energies and the solid

line represent the energies obtained from our model potentials (see

Section 2).

illustrated in Fig. 4. Because of its complicated topography,

the description of this region of the potential energy surfaces

would require a more sophisticated model, as was shown in the

case of benzene.71 In addition, the prefulvene pathway leading

to a conical intersection between the ground state and the adia-

batic state connected with the B2u(ππ∗) state, the inclusion of

the vibrational modes mediating the corresponding vibronic

coupling would have been required. Because we do not de-

scribe the prefulvene pathway, in our model, the ground state

is well separated from both the B3u(nπ∗) and B2u(ππ∗) states.

This allows us to neglect the B3u and B2u modes, mediating

the corresponding vibronic couplings at first order.

A second important comment concerns the inclusion of

high order terms in our model. Our aim is to describe the dy-

namics of the molecule after the initial ultrafast internal con-

version process occurring on the bright B2u(ππ∗) state. In our

previous work, we have found that, because of the existence

of conical intersections between the B2u(ππ∗) state and both

the Au(nπ∗) and B3u(nπ∗) states, lying close to the Franck-

Condon geometry (see Fig. 1 (a)), this internal conversion

process transfers population to both the Au(nπ∗) and B3u(nπ∗)
states. During this process, one expects a significant excitation

of the coupling modes associated with these two conical inter-

sections, which are the B2g and B1g modes respectively. In

addition, the wavepacket is expected to show rather large am-

plitude motions along the totally symmetric modes because of

the large first order intrastate coupling constants (see Table 1).

Finally, because the internal conversion process to the ground

state observed experimentally17,18 is a slow process, we need

to describe the dynamics of the molecule for a relatively long

time. One can thus expect the wavepacket to explore rather

extended regions of the potential energy surfaces during the

dynamics, which is the reason why it was necessary to include

high-order terms in our model, in order to ensure a sufficient

accuracy, not only in the Franck-Condon region. The model

derived in this paper therefore allows us to assess the ability of

the alternative decay mechanism described above to account

for the internal conversion to the ground state observed exper-

imentally,17,18 see Section 5 below.

4 The multi-configuration time-dependent

Hartree method

The nuclear time-dependent Schrödinger equation associated

with the model Hamiltonian presented in Section 2 was solved

using the multi-configuration MCTDH method74–77 as imple-

mented in the Heidelberg MCTDH package.106 The MCTDH

ansatz for the wavefunction reads

|Ψ〉=
nα

∑
α=1

Ψ(α)(QQQ, t)|α〉, (9)

where {|α〉} denotes the set of diabatic electronic states. The

nuclear wavefunction Ψ(α)(QQQ, t) in the electronic state |α〉
is expanded in a basis of multi-dimensional time-dependent

functions ϕ(qκ , t) called single-particle functions (SPFs)

Ψ(α)(QQQ, t) ≡ Ψ(α)(qqq, t)

=
n
(α)
1

∑
j
(α)
1

· · ·
n
(α)
p

∑
j
(α)
p

A
(α)
j1,··· , jp

p

∏
κ=1

ϕ
(κ ,α)

j
(α)
κ

(qκ , t).(10)

The coordinate qκ is a collective coordinate qκ =
(Q1,κ , ...,Qd,κ), also called combined mode. The SPFs

are expanded in a primitive basis, built as a direct product of

one-dimensional basis functions for each degree of freedom

ϕ
(κ)
jκ

(qκ , t) =
N1,κ

∑
l1

...

Nd,κ

∑
ld

a jκ ,l1...ld χ
(κ)
l1

(Q1,κ)...χ
(κ)
ld

(Qd,κ).

(11)

The equations of motion for the expansion coefficients and for

the SPFs are derived variationally, which ensures an optimal
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Table 4 Number of SPF and primitive basis functions used in the calculations.

Combinations of modes SPF basis 1 SPF basis 2 Numbers of grid points

(ν6a,ν8a) [40,34,41,26] [42,38,46,30] (48,36)

ν10a,ν16a) [31,36,40,29] [32,38,44,32] (22,29)

(ν4, ν5, ν17a) [25,30,40,22] [26,32,44,24] (19,11,15)

(ν1, ν9a, ν8b) [42,38,47,27] [44,42,50,30] (32,16,15)

description of the wavepacket with a SPF basis of reasonable

size.

The MCTDH method is a general method for the solu-

tion of the time-dependent Schrödinger equation for high-

dimensional quantum systems. Beyond problems of photo-

chemical interest,107–109 the MCTDH method has been re-

cently applied to a broad range of problems in topics such

as intramolecular vibrational energy redistribution,110–112 in-

frared spectroscopy,113,114 reactive scattering,115 laser con-

trol of unimolecular processes,116,117 or attosecond spec-

troscopy.118

In this work, for the representation of the Hamiltonian and

the wavefunction, a Hermite polynomial DVR scheme119 was

used for all the degrees of freedom. The number of SPF and

primitive basis functions used in the calculations are listed in

Table 4.

5 Results and discussion

5.1 Simulation of the UV absorption spectrum

We have first simulated the UV absorption spectrum of the

molecule in the region between 3.8 and 5.7 eV, corresponding

to the two lowest absorption bands, using the model Hamilto-

nian presented in Section 2. In the time-dependent framework,

the absorption cross-section at a photon energy E is computed

as the Fourier transform of the autocorrelation function a(t)

S(E) ∝ E

∫ ∞

−∞
a(t)ei(E+Ei)tdt

∝ 2E

∫ ∞

0
Re

[

a(t)ei(E+Ei)t
]

dt, (12)

with a(t) = 〈Ψ(QQQ,0)|Ψ(QQQ, t)〉. To account for the homoge-

neous broadening of the experimental spectrum, the autocor-

relation function was pre-multiplied by a damping function

f (t) = e−t/τ . This is equivalent to convoluting the spectrum

by a Lorentzian function of full width at half maximum of

2/τ . In addition, to avoid problems arising from the finite

propagation time T , the autocorrelation function was further

pre-multiplied by a filter function g(t) = cos(πt/2T)Θ(t−T ),
where Θ denotes the Heaviside step function.

Fig. 7 Absorption spectrum obtained in this work, compared with

the experimental spectrum. 10 Panel (b) shows the full spectrum and

panel(c) shows the B3u(nπ∗) (blue) and B2u(ππ∗) (red) partial

spectra.

The two lowest bands in the UV absorption spectrum are

dominated by transitions to the bright B3u(nπ∗) and B2u(ππ∗)
states. The transition from the ground state to the Au(nπ∗)
state is forbidden by symmetry at the D2h equilibrium geom-

etry. Two wavepacket propagations were performed, start-

ing on the B3u(nπ∗) and B2u(ππ∗) states respectively, from

which two partial absorption spectra were computed. In each

case, a vertical excitation was assumed, i.e the initial wave-

function was obtained as the ground vibronic state wavefunc-

tion projected in each diabatic excited electronic state. The

full absorption spectrum was then computed as the oscilla-

tor strength-weighted sum of the two partial absorption spec-

tra. The experimental estimations of 0.006 and 0.1 for the

oscillator strengths of the B3u(nπ∗) and B2u(ππ∗) states re-
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spectively,13 were used. Each partial absorption spectrum was

computed from a propagation of 120 fs. Damping times τ of

400 fs and 100 fs were used for the B3u(nπ∗) and B2u(ππ∗)
components, respectively. The whole computed spectrum was

blue-shifted by 0.16 eV so that the position of the B3u(nπ∗)
0-0 peak matches the experimental one at approximately 324

nm. In addition, as in our previous work,35 the vertical ex-

citation energy of the Au(nπ∗) state was adjusted to improve

the agreement between the computed and experimental spec-

tra. A value of 4.80 eV was found to provide the most sat-

isfactory agreement (see the discussion in 2). Our computed

spectrum, in comparison with experiment,10 is presented in

Fig. 7. We obtained an excellent agreement with the experi-

mental spectrum for the broad band between 270 and 220 nm

corresponding to a transition to the B2u(ππ∗) state. In con-

trast, the agreement is more qualitative for the lower band be-

tween 330 and 300 nm corresponding to a transition to the

B2u(ππ∗) state. Overall, our spectrum is of similar quality

than the spectrum obtained in our previous work using a sim-

pler linear vibronic coupling Hamiltonian augmented with di-

agonal quadratic terms.35 By taking into account the overall

energy shift and the adjustment of the Au(nπ∗) state vertical

excitation energy applied in our model, we propose refined

estimations of 4.09, 4.96 and 4.95 eV for the vertical excita-

tion energies of the B3u(nπ∗), Au(nπ∗) and B2u(ππ∗) states,

respectively.

5.2 Electronic state population dynamics

In this Section, we present simulations of the dynamics of the

molecule after photoexcitation to the B2u(ππ∗) state using the

model Hamiltonian presented in Section 2. In order to get as

close as possible to the experimental conditions,18 the pho-

toexcitation was modelized by the explicit inclusion of the in-

teraction of the molecule with a 130 fs laser pulse. Specifi-

cally, the total Hamiltonian reads

HHH(QQQ, t) = HHH000(QQQ)+HHH int(t), (13)

where HHH000(QQQ) is the diabatic Hamiltonian of eq. (1), and

HHH int(t) is the operator describing the interaction of the

molecule with the laser field in the dipolar approximation.

Simulations with laser pulse photon energies of 4.65 and 4.75

eV were performed. As in Sec. 5.1, the Franck-Condon ap-

proximation was used. Tests calculations including Hetzberg-

Teller terms in the dipole moments were performed and found

to provide results extremely similar to those obtained using

the Franck-Condon approximation. As explained in Section

3, our aim was to describe the slow decay of the molecule to

its ground state after the initial ultrafast decay from the bright

B2u(ππ∗) state. This implies the propagation of a highly

vibrationally excited wavepacket for a relatively long time.

Therefore, large primitive and SPF bases were necessary to

reach a satisfactory level of convergence. Details of the bases

used in our calculations are given in Table 4. Two different

SPF bases, denoted SPF basis 1 and SPF basis 2, were used for

the calculations with excitation photon energies of 4.65 and

4.75 eV, in order to reach a similar level of convergence in the

two calculations. A larger SPF basis was needed in the second

case since it involves a wavepacket with a greater amount of

internal energy. The calculation with the SPF basis 1 involved

approximately 6.2 × 106 configurations and the calculation

with the SPF basis 2 approximately 8.6× 106 configurations.

For comparison, the largest calculation for the full dimen-

sional two-state model presented in ref.40 involved approxi-

mately 2.8×106 configurations, while a larger calculation has

been reported on the same model,41 including approximately

4.6×107 configurations. The diabatic electronic state popula-

tions obtained for 1 ps propagations are presented in Fig. 8. In

both cases, almost immediately after excitation to the bright

B2u(ππ∗) state, the population decays to both the B3u(nπ∗)
and the Au(nπ∗) states, in agreement with previous TSH non-

adiabatic dynamics simulations.52,54 This is in contrast to the

previously accepted picture of the ultrafast rediationless decay

of photoexcited pyrazine, involving an internal conversion at

the conical intersection between the B2u(ππ∗) and B3u(nπ∗)
states.19,28–34,36–42 As seen in Fig. 1 (a), besides the coni-

cal intersection between the B2u(ππ∗) and B3u(nπ∗) states, a

conical intersection between the B2u(ππ∗) and Au(nπ∗) states

also exists in the Franck-Condon region, explaining the com-

petition between the internal conversion to the B3u(nπ∗) state

and the internal conversion to the Au(nπ∗) state. This feature

of the excited state dynamics of pyrazine due to the existence

of the dark Au(nπ∗) state has been described in our previous

work.35 The population of the B3u(nπ∗) state reaches a max-

imum at approximately t = 140 fs and then a slow internal

conversion process, transferring population from the B3u(nπ∗)
state to the Au(nπ∗) state is observed. This internal conversion

process is explained by the existence of a low-lying conical in-

tersection between the B3u(nπ∗) and Au(nπ∗) states, as can be

seen in Figs. 1 (d) and 5. In the same time, a slow decay to the

ground state is observed (see Fig. 8 panels (b) and (d)), which

is consistent with the existence of a rather high-lying coni-

cal intersection between the Au(nπ∗) and the ground state, as

seen in Fig. 5. Experimentally, Stert et al. measured exponen-

tial decay time constants of 22 ps and 17.5 ps corresponding

to a decay to the ground electronic state after excitation us-

ing pump photon energies of 4.65 and 4.75 eV respectively.18

These time scales imply a nearly complete decay of the popu-

lation after more than 100 ps (see Fig. 5 in ref.18). Our results

are in good qualitative agreement with these experimental re-

sults. Our calculations predict a transfer of no more than 2 %

of the population 1 ps after the excitation, implying a decay

process occurring in a time scale of several tens of picosec-

onds. In addition, a slightly larger decay rate is predicted after
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Fig. 8 Diabatic electronic state populations for the molecule excited by a 130 fs pulse of peak amplitude A0 = 0.004 a.u, corresponding to a

peak intensity I ≈ 0.56 TW/cm2. Panels (a) and (c) show the populations of the ground (black), B3u(nπ∗) (blue), Au(nπ∗) (red) and B2u(ππ∗)
(green) states for pulse photon energies of 4.65 and 4.75 eV, respectively. Panels (b) and (d) show the ground state populations only, extracted

from the same calculations.

excitation with a pump photo energy of 4.75 eV than after ex-

citation with a pump photo energy of 4.65 eV. In the first case,

only approximately 1.5 % of the population is transfered to the

ground state after 1 ps, whereas in the second case, approxi-

mately 1.8 % of the population is transfered to the ground state

after 1 ps. As explained in Section 3, our model is not able to

describe the prefulvene decay pathway. Nevertheless, our re-

sults show that the alternative decay mechanism proposed in

this work is able to account for the internal conversion process

to the ground state observed experimentally17,18 in a satisfac-

tory way.

6 Conclusion

We have presented quantum dynamics simulations of the ex-

cited state dynamics of pyrazine triggered by a resonant fem-

tosecond pulse, with a particular focus on the radiationless

decay of the molecule back to its ground electronic state.

We have first analyzed the possible decay mechanisms using

CASSCF and XMCQDPT2 electronic structure calculations.

The prefulvene decay pathway leading to a conical intersec-

tion between the bright ππ∗ state and the ground state has

previously been proposed to explain the decay of the molecule

to its ground state. However we have found a substantial po-

tential energy barrier along this pathway, which is not consis-

tent with the decay observed experimentally after excitation

at 266.7 and 261.3 nm.18 We have proposed a previously un-

known radiationless decay pathway involving a conical inter-

section between the dark Au(nπ∗) state and the ground state

occurring upon motion along an effective totally symmetric

coordinate dominated by the Q8a vibrational mode. This de-

cay mechanism appears more consistent with the experimen-

tal observations, and its ability to explain the radiationless de-

cay to the ground state has been further checked using quan-

tum dynamics calculations. We have constructed a quadratic

vibronic coupling model augmented with selected third and

fourth order terms, including the four lowest electronic states

and ten vibrational modes. We have first computed the UV
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absorption spectrum of the molecule in order to check the ac-

curacy of our model and found a good agreement with the ex-

perimental spectrum. We have then simulated the dynamics of

the molecule triggered by femtosecond laser pulses with pho-

ton energies of 4.65 and 4.75 eV. Consistently with previous

TSH simulations52,54 and with our previous work,35 we have

found an ultrafast decay of the population from the initially

excited B2u(ππ∗) state to both the B3u(nπ∗) and the Au(nπ∗)
states. Subsequently, a slow internal conversion process to

the ground state, occurring at the conical intersection between

the Au(nπ∗) state and the ground state, has been found. This

internal conversion process is in good qualitative agreement

with the experimental observations. Therefore, our calcula-

tions provide a significant new mechanistic insight into the

photostability of pyrazine. In addition, they confirm the im-

portant role of the dark Au(nπ∗) state in the photochemistry of

the molecule. We hope that the results presented in this paper

will stimulate further experimental efforts aiming at a direct

observation of the participation of the dark Au(nπ∗) state in

the excited state dynamics of pyrazine.
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2014, 16, 15957.

36 M. Kanno, Y. Ito, N. Shimakura, S. Koseki, H. Kono and Y. Fujimura,

Phys. Chem. Chem. Phys., 2015, 17, 2012.

37 G. A. Worth, H.-D. Meyer and L. S. Cederbaum, J. Chem. Phys., 1996,

105, 4412.

38 G. A. Worth, H.-D. Meyer and L. S. Cederbaum, J. Chem. Phys., 1998,

109, 3518.

39 G. A. Worth, H.-D. Meyer and L. S. Cederbaum, Chem. Phys. Lett.,

1999, 299, 451.

40 A. Raab, G. A. Worth, H.-D. Meyer and L. S. Cederbaum, J. Chem.

Phys., 1999, 110, 936.

41 O. Vendrell and H.-D. Meyer, J. Chem. Phys., 2011, 134, 044135.

42 T. Westermann and U. Manthe, J. Chem. Phys., 2012, 137, 22A509.

43 M. Thoss, W. H. Miller and G. Stock, J. Chem. Phys., 2000, 112, 10282.

44 M. Santer, U. Manthe and G. Stock, J. Chem. Phys., 2001, 114, 2001.

45 K. Ando and M. Santer, J. Chem. Phys., 2003, 118, 10399.

46 D. V. Shalashilin and M. S. Child, J. Chem. Phys., 2004, 121, 3563.

47 P. Puzari, R. S. Swathi, B. Sarkar and S. Adhikari, J. Chem. Phys., 2005,

123, 134317.

48 P. Puzari, B. Sarkar and S. Adhikari, J. Chem. Phys., 2006, 125, 194316.

49 X. Chen and V. S. Batista, J. Chem. Phys., 2006, 125, 124313.

50 I. Burghardt, K. Giri and G. A. Worth, J. Chem. Phys., 2008, 129,

174104.

51 C. Lasser and T. Swart, J. Chem. Phys., 2008, 129, 034302.
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2014, 140, 194309.

63 M. Saab, M. Sala, B. Lasorne, F. Gatti and S. Guérin, J. Chem. Phys.,
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