
This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. We will replace this Accepted Manuscript with the edited 
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 

Accepted Manuscript

www.rsc.org/pccp

PCCP

http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/


Ab Initio Investigation of the Aqueous Solvation of the Nitrate Ion 
 
Spencer R. Pruitt,§,‡ Kurt R. Brorsen‡ and Mark S. Gordon‡ 

§ Argonne Leadership Computing Facility, Argonne, Illinois 60439, United States 

‡ Department of Chemistry, Iowa State University, Ames, Iowa 50011, United States  

Abstract 

The surface affinity of the nitrate ion in aqueous clusters is investigated with a variety of 

theoretical methods.  A sampling of structures in which the nitrate ion is solvated by 32 water 

molecules is optimized using second order Møller-Plesset perturbation theory (MP2).  Four of 

these MP2 optimized structures are used as starting points for fully ab initio molecular dynamics 

simulations at the dispersion corrected restricted Hartree-Fock (RHF-D) level of theory.  The 

nitrate ion solvated by 16, 32, and 64 water molecules is also investigated with umbrella 

sampling molecular dynamics simulations using QM/MM methodology, where the nitrate ion is 

modeled with MP2 and the water molecules are described using either the non-empirical 

effective fragment potential (EFP) or the empirical TIP5P potential.  The turning point between 

surface and interior solvation of the nitrate ion is predicted to lie around a cluster size of 64 water 

molecules.   

1. Introduction 

The ubiquitous water molecule has been exhaustively studied1-7, with a great deal of effort 

devoted to developing many model potentials and force fields (FF)8-29.  However, even after 

decades of research, there are still areas in which the role of water is a mystery30.  Most 

commonly, the inclusion of water as a solvent is aimed at predicting bulk effects, invoking 

periodic boundary conditions, and involving thousands of water molecules at great 
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computational cost.  In many cases, including a large number of water molecules in the 

calculation is necessary to properly describe the chemistry or biology of interest.  Therefore, 

water is most often described using computationally inexpensive model potentials and force 

fields.   

There are, on the other hand, many processes that involve nucleation of a solute with a cluster of 

only tens or hundreds of solvent molecules.  These smaller systems can be treated using more 

accurate methods, and also provide an opportunity to benchmark model potentials against 

reliable quantum mechanics (QM). The small system size also allows for a comparison between 

FF and QM approaches for the important question of whether the nucleation chemistry of interest 

is more likely to occur on the surface or in the interior of the cluster.  The location of the 

chemistry in such clusters is driven by many factors, including the surface affinity of the 

chemical species being solvated, the concentration of the solute(s), the temperature, and the 

nature and strength of the solute-solvent interactions.  Furthermore, the size of the cluster plays 

an important role31, impacting the chemistry by changing the surface propensity of a given solute 

after a critical mass of solvent molecules has accumulated32. 

Of all the aqueous-solvated ions studied, nitrate is arguably the most abundant and important.  

Nitrate is a highly reactive molecule33-35 with a role in many biological processes36-38, and nitrate 

is a major player in atmospheric chemistry.39-44 Consequently, the solvation and behavior of 

aqueous nitrate has been the subject of a great many experimental and theoretical research 

papers32, 41, 44-56.  The discussion of whether a variety of ions, particularly nitrate, prefer to reside 

on the surface or the interior of aqueous solutions has been ongoing for the better part of the last 

century.35, 57  
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The focus of the present study is two-fold: (a) to investigate the surface affinity of the nitrate ion 

in small water clusters using highly accurate methods, and (b) to determine the efficacy of using 

a common model potential for describing the solvation of an important anionic molecule.  Three 

types of ab initio methods were used for the investigation. The predictions of these ab initio 

methods are compared with those resulting from previous calculations46, 47, 58, and from 

simulations carried out with a classical model potential.   

2. Computational Details 

2.1 ab initio Methods 

In a previous study46 of the surface affinity of the nitrate ion in water clusters, a variety of local 

minimum structures were obtained using Monte Carlo59 simulations with simulated annealing60 

(MC/SA) to sample the potential energy surface of the nitrate ion solvated with 32 water 

molecules.  The nitrate ion in these simulations was modeled using second order Møller-Plesset 

perturbation theory61 (MP2) with the DH(d,p) basis set, solvated with 32 effective fragment 

potential (EFP)23, 62 water molecules. The EFP method is an ab initio-based potential capable of 

modeling solvation using water (EFP1)23 or a variety of organic solvents (EFP2)63-65.  The 

version used in the current study (EFP1) was parameterized specifically to describe aqueous 

solvation effects and has been shown to be computationally efficient, as well as capable of 

reproducing fully ab initio results66, 67.  Single-point energy calculations on each of the clusters 

were performed in the previous work using MP2/DH(d,p) for the entire cluster to obtain 

improved relative energies of the various nitrate ion positions within the water droplet. Selected 

NO3
-(H2O)32 isomers were fully optimized with MP2/DH(d,p). The latter calculations predict 

that the lowest energy interior ion and surface ion structures are nearly isoenergetic.  
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For the present study, 30 of the previously obtained NO3
-(H2O)32 structures were re-optimized to 

determine a more accurate picture of the relative energies.  Each cluster of a nitrate ion solvated 

with 32 water molecules was optimized with the MP2/6-31++G(d,p) level of theory.  While full 

MP2 optimizations using this basis set were practical, Hessian calculations at the MP2 level of 

theory are still computationally intractable. 

2.2 Fragment Molecular Orbital Molecular Dynamics 

Molecular dynamics simulations of a nitrate ion solvated with 32 water molecules were also 

performed using the fragment molecular orbital (FMO) method.  The details of the FMO method, 

as well as the extension of the FMO method to molecular dynamics (MD) simulations, have been 

discussed elsewhere68,69-71, so only a brief summary is given below.  An extensive review of the 

FMO and related methods has recently appeared72-76 in the literature. 

2.2.1 The Fragment Molecular Orbital Method 

The FMO method is based on a many-body expansion of the energy.77 The total energy within 

the FMO formalism can be written as  

E = EI +
I

N

∑ (EIJ − EI − EJ )+
I>J

N

∑ {(EIJK − EI − EJ − EK )−
I>J>K

N

∑ (EIJ − EI − EJ )    (1) 

−(EJK − EJ − EK )− (EKI − EK − EI )}+ ...  

The energy obtained from the first sum over individual fragments I (monomers) plus the second 

sum over fragment pairs IJ (dimers) is termed the FMO2 energy (EFMO2).  Inclusion of the third 

summation over fragment triples IJK (trimers) is termed the FMO3 energy (EFMO3). At the 
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FMO2 level of theory, many-body effects greater than pairwise interactions are included through 

the use of an electrostatic potential (ESP) generated by an iterative process at the monomer level.  

The present paper only considers the FMO2 level of theory.   

All n-mer energies are modified to account for the presence of all other fragments through 

incorporation of the ESP term (Vµν
x ), derived from the densities of the other fragments K:   

Vµν
x = (uµν

K + vµν
K )

K≠x
∑           (2) 

uµν
K = u

A∈K
∑ (−ZA / r - rA ) v          (3) 

vµν
K = Dλσ

K µν | λσ )(
λσ∈K
∑          (4) 

The two terms in eq. 2, uµν
K  and vµν

K , represent the nuclear attraction and the two-electron 

contributions to the energy, respectively.  A number of approximations to both the ESP and far 

separated dimers have been implemented78 to reduce the computational cost of the method.  In 

conjunction with the distance-based approximations to the ESP, the energy expression in eq. 1 

can be reformulated as 

EFMO2 = EI
0 +

I

N

∑ (EIJ
0 − EI

0 − EJ
0 )+

I>J

N

∑ Tr(ΔDIJ

I>J

N

∑ V IJ )
     (5) 

where Ex
0  represents the internal n-mer energy with the ESP contributions subtracted out, and 

ΔDx  is the difference density matrix defined as 

Page 5 of 28 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



ΔDIJ = DIJ −DI ⊕DJ           (6) 

The reformulated energy expression in eq. 5 contains the contribution from the ESP to the 

monomer energies, indirectly through the monomer densities and directly to the dimer energies 

(and therefore the total energy). There are multiple advantages to this expression, including the 

ability to apply approximations to the monomer, dimer, and ESP calculations separately, while 

only requiring the dimer ESP (VIJ) explicitly to calculate the total energy.  This separation of the 

ESP term from the explicit n-mer calculations is important for the methodology outlined in 

section 2.2.2. 

To facilitate MD simulations, fully analytic gradients for the FMO2 method have been 

developed79, 80 and have been applied to FMO-MD simulations68. 

2.2.2 Auxiliary Polarization 

In order to account for the anionic nature of nitrate, FMO with auxiliary polarization (FMO/AP) 

was used81.  The FMO/AP method employs a “dual basis set” approach that has been used 

elsewhere82-86.  The first basis set (BS1) contains no diffuse functions and is used to generate the 

ESP.  The second basis set (BS2) is larger than BS1, possibly including diffuse functions, and is 

used to obtain the internal energy of each n-mer.  A brief description of the method includes the 

following steps:  

1. A “gas phase” FMO calculation using BS1 is performed without the inclusion of the ESP. 

2. A full FMO calculation including the ESP is performed using BS1. 

3. A second “gas phase” FMO calculation (no ESP) is performed using the larger BS2 basis 

set. 
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After all three steps are complete, the total FMO/AP energy is calculated as   

 

E = !!EI
0 +

I

N

∑ ( !!EIJ
0 − !!EI

0 − !!EJ
0 )+

I>J

N

∑ !EI +
I

N

∑ ( !EIJ − !EI − !EJ )−
I>J

N

∑

!EI
0 +

I

N

∑ ( !EIJ
0 − !EI

0 − !EJ
0 )

I>J

N

∑
= !!EFMO,0 + !EFMO − !EFMO,0

      (7) 

where  !EFMO,0 is the energy obtained from step 1,  !EFMO  is the energy obtained from step 2, and

 !
!EFMO,0  is the energy obtained from step 3. One can think of  !!EFMO,0 -  !EFMO,0  as the basis set 

correction to step 1, in analogy with composite electronic structure methods.  Evaluating the 

FMO energy in this way is analogous to the manner in which the many-body polarization is 

included in the effective fragment molecular orbital method (EFMO) using a polarizability-based 

potential87, 88.  The FMO/AP method is described in detail in a recent paper.81  

2.2.3. FMO Computational Details  

Four of the MP2/6-31++G(d,p) optimized structures were chosen as starting geometries for 

FMO-MD simulations (Figure 1). The nitrate ion and each water molecule were taken to be 

fragments, giving a total of 33 fragments in the system.  

Each of the four clusters was equilibrated for 1 picosecond at a temperature of 300 K using an 

NVT ensemble. The Nosé-Hoover thermostat89 was used to control the temperature.  A step size 

of 2 femtoseconds was used in conjunction with the RATTLE constraint algorithm.90  The 

internal geometry of each O-H bond was held fixed at 1.02 Å, while the H-O-H bond angle was 

allowed to fluctuate.  After equilibration, each trajectory was run for 30 picoseconds of 

simulation using an NVE ensemble.  A spherical boundary potential (SBP) with a force constant 
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of 2.0 kcal/mol was applied at a radius of 6.2 Å to maintain the solvent sphere (centered at the 

origin) over the course of each simulation. 

All simulations were performed at the FMO2-RHF-D level of theory using the aug-cc-pVDZ 

basis set and auxiliary polarization was calculated using the cc-pVDZ basis set (FMO2-RHF-

D/aug-cc-pVDZ/AP(cc-pVDZ)).  The 2010 version (D3) of the Grimme empirical dispersion 

correction91 was used to capture the important dispersion interactions present in water systems.  

Default values for all approximations within the FMO method were used for each simulation.  

The average distance from the center of mass (COM) of the cluster was calculated over the 

course of each FMO-MD simulation.  Radial distribution functions [g(r)] of the water hydrogen 

atoms around the nitrate oxygen atoms were also calculated for each FMO-MD simulation using 

the VMD program92.   

2.3 Effective Fragment Potential Umbrella Sampling 

To further investigate the surface affinity of the nitrate ion in a variety of cluster sizes, MD 

simulations using the NVT ensemble were performed with umbrella sampling.  Cluster sizes of 

16, 32, and 64 water molecules were used to solvate the nitrate ion.  Each cluster size used a 

spherical boundary potential with a force constant of 3.0 kcal/mol/Å applied at the edge of each 

cluster (4.9, 6.2, and 7.8 Å from the origin, respectively) to hold the cluster centered at the 

origin.  Umbrella sampling windows were created every 0.5 Å starting at the origin and ending at 

the edge of the cluster.  An umbrella sampling force constant of 2.0 kcal/mol/Å was applied to 

the nitrate ion in each window.  The total number of simulations for each cluster size of 16, 32, 

and 64 water molecules was 10, 13, and 16 respectively. 
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The nitrate in each simulation was modeled at the MP2/6-311++G(3df,2p) level of theory.  Two 

different model potentials were used to represent the water molecules: EFP119 and TIP5P14.  

Each simulation was equilibrated for 50 ps using the NVT ensemble, followed by 100 ps of 

production simulations at 300 K.  Both equilibration and production simulations used the 

velocity Verlet integration with a 1.0 fs step size.  The data from each set of umbrella sampling 

simulations was used to compute the potential of mean force (PMF) via the weighted histogram 

analysis method (WHAM)93, 94.   

All calculations were performed using the General Atomic and Molecular Electronic Structure 

System (GAMESS).95  Molecular visualizations for Figures 1 and 5 were generated using the 

UCSF Chimera program package96. 

3. Results 

3.1 MP2 Optimizations 

Relative energies for the 30 MP2/6-31++G(d,p) optimized [NO3]-(H2O)32 clusters are shown in 

Figure 2.  Interior versus surface structures are assigned based on the presence of a water 

molecule exterior to the nitrate ion at the cluster edge, effectively “covering up” the nitrate ion at 

the edge of the cluster. The lowest energy structures are predominantly those in which the nitrate 

ion is located near or at the surface of the cluster.  One interior structure is 1.8 kcal/mol higher in 

energy than the lowest energy surface isomer; however, the remaining nine interior structures are 

between 6 and 19 kcal/mol higher in energy.  This is slightly different from the previous fully 

optimized MP2 calculations46
 that were performed on NO3

-(H2O)32 using a smaller basis set. 

Those earlier calculations predicted that the lowest energy interior and surface structures were 
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essentially isoenergetic. On average, in the present work, the energy difference between surface 

and interior clusters is 11.6 kcal/mol, compared to an average of 7 kcal/mol found previously 

with the smaller basis set46.  

The MP2/6-31++G(d,p) optimized structures predict that the nitrate prefers to be located on the 

surface of a cluster of 32 water molecules.  These results are in agreement with previous MP2 

optimizations and show the efficacy of using the EFP method in previous work46 for mapping the 

general features of the potential energy surface (PES) of solvated ions. To more accurately 

investigate the surface affinity of the nitrate ion, MD simulations were performed to provide a 

more dynamic view of the PES.  

3.2 Fragment Molecular Orbital Molecular Dynamics 

The four starting structures for the FMO2-RHF-D/aug-cc-pVDZ/AP(cc-pVDZ) MD simulations 

are shown in Figure 1.  Each configuration was intentionally chosen with the nitrate near the 

center of the cluster.  After the 30 ps of production NVE simulation time, the distance of the 

nitrate ion from the COM of the cluster during the simulation was calculated and plotted (Figure 

3).  All four simulations behaved in a similar fashion, with the nitrate ion rapidly moving from 

near the center of the cluster (between 0.0 and 1.8 Å), outward towards the surface of the cluster 

in a time averaged over all four simulations of ~4.5 ps.  Over the course of each simulation, the 

nitrate ion was observed to fluctuate between ~4 and 6 Å from the COM of the cluster, with 

occasional movements outside this range towards both the interior and exterior of the cluster.  

The average position of the nitrate ion with respect to the center of mass of the cluster for each 

simulation was 4.42, 4.73, 4.59, and 4.63 Å, with a distance from the COM (averaged over all 

four simulations) of 4.59 Å.    
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These simulations showed that the nitrate ion has a strong propensity to move away rapidly from 

the center of a cluster of 32 water molecules.  On average, the position of the nitrate ion was 

observed to fluctuate around a location just beneath the actual surface of the cluster, with both 

fully solvated and exposed structures existing over the course of the simulations.  This behavior 

is in general agreement with the relative energies obtained from the MP2 optimized clusters, 

showing a stronger propensity for the surface of the cluster, while at the same time existing 

briefly in stable interior configurations.  

To better understand the structure of the molecular cluster, RDFs of the water hydrogen atoms 

around the nitrate oxygen atoms were generated (Figure 4).  The first solvation shell around the 

nitrate ions existed at ~1.9 Å, while the second solvation shell was calculated to be at ~3.4 Å.  

Both of these calculated values are in agreement with previously published results46.  The size of 

the cluster, as well as the solvation behavior around the nitrate, suggests that a cluster of 32 

water molecules is not large enough to fully solvate the nitrate ion within the first solvation shell.  

It is possible that a minimum of two solvation shells is necessary to maintain the nitrate ion in a 

stable interior configuration.  The ability of a larger cluster of 64 water molecules to completely 

solvate the nitrate ion was investigated using the validated MP2/EFP methodology. 

3.3 Effective Fragment Potential Umbrella Sampling 

In previous sections, the affinity of the nitrate ion to lie on or near the surface of a cluster of 32 

water molecules was well established.  The first solvation shell of water hydrogen atoms around 

the nitrate ion oxygen atoms was found to be at ~1.9 Å, with the second solvation shell lying at 

~3.4 Å.  In an effort to determine if a cluster of 64 water molecules would be sufficient to 

enclose the nitrate ion in both the first and second solvation shells, QM/MM MD simulations 
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were performed in conjunction with umbrella sampling to obtain the potential of mean force 

(PMF) for the nitrate ion solvated by clusters of 16, 32, and 64 water molecules (Figure 5).  It 

has been established in previous work46 that the MP2/EFP1 methodology provides a good 

representation of the behavior of the nitrate ion in aqueous solution.  To investigate another 

commonly used water model, both the ab initio based EFP1 model potential, and the TIP5P 

empirical potential, were used to model the water molecules.   

The PMFs generated from the umbrella sampling simulations are shown in Figure 6.  The first 

two PMFs, Figures 6a and 6b, show the MP2/EFP behavior of the nitrate ion solvated by 16 and 

32 water molecules, respectively.  In each instance, the nitrate ion strongly disfavors the interior 

portion of the cluster, instead preferring to reside on the surface of each cluster size.  However, 

TIP5P predicts the opposite behavior, with the nitrate ion preferring instead to be located on the 

interior of the cluster.  Overall, the TIP5P water potential predicts complete solvation of the 

nitrate ion at only 16 water molecules.   

Figure 6c shows the PMFs for EFP and TIP5P obtained from simulations of the nitrate ion 

solvated by 64 water molecules.  In section 3.2, it was suggested that the cluster of 32 water 

molecules might not be large enough to stabilize the nitrate ion inside both the first and second 

solvation shells.  While the PMF from the 64-water TIP5P simulations still predict a strong 

affinity for the interior of the cluster, the EFP simulations suggest a more ambiguous situation.  

The PMF begins to flatten out, exhibiting more features on the interior of the cluster in the region 

~2-5 Å from the center.  These stable regions correspond to the nitrate ion residing on the 

interior of the cluster. In the region around 2.5 Å the nitrate appears to be solvated by both the 

first and second solvation shells.  While the overall preference of the nitrate ion is still to exist on 
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or near the surface of the cluster, it appears that the turning point between surface and interior for 

the nitrate ion begins to occur at a cluster size of 64 water molecules.  This result is in contrast to 

previously published work46 suggesting, based on the Amber8 force field, that the turning point 

occurs between 300 and 500 water molecules. 

To provide a qualitative discussion of the observed behavior, the binding energies of (H2O)2, 

[NO3]-(H2O), and [NO3]-(H2O)2 were calculated at the MP2/6-311++G(3df,2p) level of theory, 

neglecting temperature effects and zero point energy (ZPE) corrections.  The calculated binding 

energy of water dimer is 5 mH, while the binding energy of the nitrate ion and a single water 

molecule is over five times larger (27 mH).  The addition of the nitrate anion to the water dimer 

increases the water-water binding energy by nearly 10 mH.  This local strengthening of the 

hydrogen bonding between water molecules due to the presence of the nitrate ion could play a 

role in the surface affinity of the ion.   

4. Conclusions 

The surface affinity of the nitrate ion was investigated with three different theoretical models: 

MP2 optimizations, FMO2-RHF-D/aug-cc-pVDZ/AP(cc-pVDZ) MD simulations, and MP2-EFP 

umbrella sampling.  All three models show that at a cluster size of 32 water molecules, the 

nitrate ion prefers to be located at or near the surface of the cluster.  According to the MP2/EFP 

umbrella sampling, the probability that the nitrate ion is located near the interior of the cluster, or 

contained in between the first and second solvation shells, increases at a cluster size of 64 water 

molecules.  The data suggests that the turning point between surface and interior for the nitrate 

ion lies around a cluster size of 64 water molecules.  
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Gas phase MP2 optimizations show a slight preference for the nitrate to reside on the surface of 

the cluster, with low-lying interior isomers also possible.  Dynamic simulations of [NO3]-(H2O)32 

show similar behavior over the 30 ps simulations, with the nitrate ion briefly residing nearer to 

the COM of the small cluster.  It is likely that at a cluster size of 32 water molecules, the ZPE 

and temperature effects accounted for during dynamical simulations are large enough to push the 

nitrate ion to the surface of the cluster, but not strong enough to consistently break the water 

hydrogen bonding network.  Even when located at the interior of the cluster after equilibration, 

all that the nitrate ion appears to need to escape the interior is a break in the hydrogen-bonding 

network that is large enough and long enough lived, coupled with the ZPE and temperature 

effects.  Larger cluster sizes of 64 water molecules can create a second solvation shell around the 

nitrate ion, decreasing the probability of this “opening” in the hydrogen bonding network 

existing.   

It is possible that the nitrate prefers to reside at or near the surface of the water cluster because 

water forms very strongly bound clusters through its three-dimensional hydrogen bonding 

network, thereby preventing the nitrate from easily penetrating the water cluster.  The apparent 

local strengthening effect of the nitrate ion on the water-water interactions only makes this 

penetration more difficult.  To properly model the three-dimensional hydrogen bonding network 

in water, future work will focus on the nitrate ion solvated with larger clusters sizes of up to 256 

water molecules using the three-body corrected FMO method at the MP2 level of theory in an 

attempt to provide conclusive evidence of this behavior. 
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Figure 1.  Starting geometries for FMO2-RHF-D/aug-cc-pVDZ/AP(cc-pVDZ) molecular 

dynamics simulations of 4 [NO3]-(H2O)32 clusters. 

 

Figure 2.  Relative energies of 30 [NO3]-(H2O)32 clusters optimized at the MP2/6-31++G(d,p) 

level of theory.  Red markers indicate structures where the nitrate is located in the interior of the 

cluster. 

 

Figure 3.  Distance of the nitrate molecule from the center of mass of the [NO3]-(H2O)32 cluster 

for each FMO-MD simulation.   

 

Figure 4.  Radial distribution functions of the water H atoms around the nitrate O atoms, 

generated for each of the four FMO-MD simulations.   

 

Figure 5.  Snapshots of the most favorable geometry for each cluster size ([NO3]-(H2O)16, [NO3]-

(H2O)32, and [NO3]-(H2O)64) of the EFP umbrella sampling simulations. 

 

Figure 6.  Potential of mean force (PMF) graphs generated for each EFP umbrella sampling 

simulation.  The abscissa of each graph is in kcal/mol, while the ordinate is in angstroms and 

measured as the distance from the origin. 
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a. b.

c.

Approximate edge of cluster
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